Take a moment to imagine the future world of work. It could be a world in which trucks and other vehicles drive themselves. A world in which all your shopping is without human interaction, either done online or by you walking into an unstaffed shop. A world in which queries you have about anything, from legal or financial to technical or customer service matters, are answered not by a person but by a bot that sounds, maybe even looks, perfectly human. A world in which energy is generated on the roofs of houses and shared in communities, ugly transmission towers having long ago been torn down. A world in which robots provide assistance to the aged, the disabled, the young. A world in which giant workplaces like mines (though not coal mines, there will not be many of them) or factories or construction sites are fully automated and remotely controlled from some air-conditioned office in Sydney, or Dallas, or Mumbai. A world in which we will all be freelancers, pursuing the next contract like the Uber driver pursues the next ride. Maybe.

If this libertarian vision of a world of freelancers frees us from the drudgery of employment, it is also a nightmare for those who worry about equity and security in the future. In another corner sit those (often also from conservative political camps) who reassure us that nothing really is changing, and it will all work out in the end. Who to believe?
In this chapter I look at the interaction of matters we discussed in the preceding two chapters; that is, I look at trends in work in light of changing management structures and strategies. I look in particular at management and risk, including how management has responded to risk, and other factors including cost pressures and the pressure for accountability. This chapter considers the forms of flexibility that are sought by employers, their origins and their effects on employees, for example through their impact on security and insecurity. It examines ‘precaritisation’ of work through the push for flexibility. A common feature of precaritisation is the growth of nonstandard employment, including through casualisation and independent contracting, in which workers become self-employed and take on the risks of the self-employed. Yet claims that casualisation and self-employment have not increased are often made to dispute widespread perceptions that insecurity at work is increasing. How can these things be reconciled? That is one of the matters this chapter will investigate. As will be seen, the best way to start to reconcile these facts is to understand two simple things about how large corporations work these days: (a) they want to minimise the costs and risks they face, and avoid accountability when things go wrong; and (b) they also need to maintain control over workers to ensure the end product has the features, including quality, that they want—and, to date, the best way to do that has been through the employment relationship.

In this chapter we also consider what aspects of digital change are affecting, and likely to affect, work and workplace relations. We investigate whether we are moving to a world of freelancers or the ‘gig economy’ (sometimes referred to as ‘Uberisation’). We test whether digital platforms are fundamentally changing or destroying the employment relationship. We do this through the lens of ‘not there’ employment—the attempts by core capital to centralise profits and minimise costs, risks and accountability (through such devices as contracting out, franchising and the use of digital platforms), and the surprising resilience of the employment relationship. So we consider the reasons, in the logic of capitalism, for employment’s resilience, and what this means for risk and insecurity.

Management, uncertainty and flexibility

Writing in Europe in 1987, Wolfgang Streeck captured the mood that prevailed at the time, and to varying degrees since, in his article ‘The Management of Uncertainty and the Uncertainties of Management’. Streeck emphasised how management faced the problem of finding ways of dealing with ‘an unprecedented degree of economic uncertainty deriving from a need for continuous rapid adjustment to a market environment that appears to have become permanently more turbulent than in the past’. He argued that the key concept for management had become ‘flexibility’, which he defined as ‘a general capacity of enterprises to reorganise in close response to fluctuations in their environment’. He identified both external (numerical) and internal (functional and temporal) flexibility (discussed below) and consequently two ways firms could seek to achieve organisational flexibility—through a ‘return to contract’ (what we call external flexibility) or ‘extension of status’ (internal flexibility). However, said Streeck, the ‘management of uncertainty’ remained incomplete due to the profound ‘uncertainties of management’ in this new regime as they faced other parties (especially trade unions) while they pushed for greater decentralisation in industrial relations. In doing this, Streeck explained the rising significance of flexibility for employers—it was a means by which management could minimise risk.

Management and risk

Risk is a consistent theme through management, and indeed the corporation can be seen as a device for limiting risk, in the interests of capital. In particular, the corporate form enables owners of capital to collectively undertake gambles (or risks) that have the potential to generate substantial returns while limiting the amount of liability that the owners of capital face if the activity goes pear-shaped. In the era since the end of the 1970s, several important changes in risk have taken place. As noted by Streeck, higher volatility in product markets has increased uncertainty for management. Financialisation, discussed in Chapter 2, has substantially shortened the period in which the ‘return’ from risks is
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3 Ibid., 290.
4 Ibid.
meant to be retrieved (though there are some opposing forces as well, as we shall see in Chapter 9). Consequently, there have been efforts by capital to improve the rates of return associated with risk, by affecting both sides of the risk equation; that is, through transferring risk (uncertainty) from capital to labour, and increasing capital’s share of returns (altering the share of income growth going to labour and profits). The last has been achieved both through changes in employment practices of corporations and through lobbying of the state to introduce regulatory changes that either transfer risk or increase capital’s share of returns.

There are several ways in which risk-shifting has occurred. Researchers Mike Rafferty and Serena Yu identified changes in the world of work (the nature of work performed, the nature of demand for and supply of labour, the structure of jobs, the nature of bargaining, and pay and conditions); changes in working lives beyond the workplace (the way risk is experienced across a lifetime and how it connects with the world of work); and changes in the relationships between workers (the way workers experience and understand their lives, especially their shared experience of risk both at work and elsewhere). Here, I centre attention on that key element focused on by Streeck: the management of uncertainty and its link to flexibility, though I start with some other issues surrounding risk.

Risk, randomness and the illusion of understanding

Cognitive psychologist Daniel Kahneman, whose work influenced the development of behavioural economics, had a lot to say about the way we think, a little to say about management and not much to say directly about work. But what he says in several areas (summarised in his book, *Thinking, Fast and Slow*) has implications for work and the role of management within it. Of particular relevance here is the illusion of understanding.

Talking about risk or uncertainty is another way of saying that we cannot be certain that a particular event will happen, only that it has a (commonly imprecise) probability that can be attached to it. All sorts of random events influence this probability. But we love to think that we
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are in control. So we will often ascribe agency for something that actually happened due to random variation. We grab the illusion of understanding that event. Naturally, we will take the credit if things go right and blame others if things go wrong. So, often the fault is not simply in failing to give enough recognition to others when things go right, or failing to accept blame ourselves when things go wrong; it is in failing to recognise that many of the good or bad things that happen are simply a result of chance events—what some would call good or bad ‘luck’ (perhaps as if ‘luck’ was somehow a characteristic that ascribed to people). Hence managers will often be seen to be good (or bad) depending on whether random events led to outcomes that (perhaps temporarily) looked good or bad. It creates an illusion of control for the CEOs themselves, and certainly for those observing them, such that ‘when a particular executive fails, or is embroiled in a scandal, there is a quick defence that it is the individual who is at fault for not living up to the moral status of the position they hold’.  

It also means that you get to hear and see lots of heroic case studies, where management in seemingly difficult situations overcomes the odds to create a brilliant successful product through its own skill (or, alternatively, turns a good situation bad by making some unlucky errors). Kahneman gives the example of the story of Google, oft trumpeted as a major success of great owners and managers, when in fact a whole series of chance events happened to go their way. These heroic tales overflow the bookshelves in airports. Some even get into university courses. We love to read case studies because they tell a coherent, plausible story from which we too can learn how to overcome the odds and succeed.

The trouble is, we do not get to see the studies of how other managers faced similar choices, made similar decisions and yet ended face-down, or for whom little changed. ‘Stories of success and failure consistently exaggerate the impact of leadership style and management practices on firm outcomes.’ So firms with revered CEOs, who are granted prestigious press awards, subsequently experience falls in share price and
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8 Kahneman, Thinking, Fast and Slow, Chapter 9.  
operating performance.\textsuperscript{10} This is because previous results (that led to their veneration) were simply unrepresentatively good and were followed by a ‘reversion to the mean’. Often ‘overcoming the odds’ is, as the term ‘odds’ implies, simply a matter of probabilities: someone had to get lucky, and it’s the ones who got lucky that we want to hear and learn from and idolise. If you read a case study of a successful firm or person, ask yourself: ‘How different might things have been if one or two random events had gone another way?’.

Sometimes it is just these random events that will determine which particular cases get highlighted in public discourse; but sometimes they are chosen because somebody wants to push a particular policy barrow. While it is often said that there are lies, damned lies and statistics,\textsuperscript{11} case studies are especially handy for those who wish to do this, as information can be selectively included or excluded when it is presented to an audience, and verifiability can be difficult. So, for example, an Australian employer lobby group in a widely publicised 1989 report made much of how the case studies it reported demonstrated both a 25 per cent productivity gap between Australia and the USA resulting from industrial relations regulations and the need for major industrial relations reform.\textsuperscript{12} Details of the cases were sparse\textsuperscript{13} and subsequent developments invalidated the claims. Two decades after most of the demanded reforms had been implemented, the 25 per cent ‘productivity gap’ remained.\textsuperscript{14} Yet the commissioning organisation experienced the ‘illusion of understanding’ to such an extent that they had come to believe their own rhetoric. The same organisation also commissioned independent academic researchers to undertake case studies of ‘excellence’ in 30 organisations, only to


\textsuperscript{11} This phrase was attributed, apparently incorrectly, to Disraeli by Mark Twain. For more information on the problem referred to, however, see Darrell Huff, \textit{How to Lie with Statistics} (New York: W.W. Norton & Company, 1954).


surprisingly find that their premise (that individual contracting was superior to collective bargaining) was wrong, as the academics found that ‘both union and non-union workplaces were excellent’.  

Lobbyists have learnt not to leave the commissioning of reports, on issues on which they want to push a policy proposal, to chance. They now typically commission consultancy firms (who will do exactly what is asked of them) rather than independent researchers for that purpose, or ‘think-tanks’ established to promote the view for which the group, from which the commissioning organisation comes, wants support.

This is not to say that case studies have no value. They are used a lot in studies of work. But readers should always be wary of agendas, of overgeneralising, and of attributing agency in place of either luck or selection bias in the cases or the data.

Related to the illusion of understanding are several other aspects of human perception. One is the illusion of hindsight—we think we were better at predicting things than we actually were, plus we ‘believe that we understand the past, which implies that the future should be knowable, but in fact we understand the past less than we believe we do’. The other is a tendency to ‘overconfidence’ in our perceptual and decision-making abilities (hence the willingness of people, as mentioned, to believe their own rhetoric).

Put these things together and management can be overly optimistic about how it is perceived by employees—in some cases wildly so, especially where countervailing employee voice mechanisms are limited. An example of this occurred after the Employment Contracts Act 1991 (ECA) was introduced


17  Kahneman, *Thinking, Fast and Slow*, 201–2.
in New Zealand. A survey of employees showed that 12 per cent of employees reported an increase in their trust of management, and 30 per cent reported a decline, with no differences between employees in firms with and without new individual contracts. But a contemporaneous survey of employers found that, in firms without new contracts, 23 per cent thought employee trust of management had increased (only 4 per cent conceded a fall), while in firms with new (mostly individual) contracts 42 per cent claimed an increase in employee trust of management, and only 6 per cent a fall.\(^\text{18}\) Overconfidence, or management self-delusion, therefore was both common and strongest in firms where managers thought that individual contracts had brought employees closer to management (when the reality was often the reverse). Formal voice mechanisms were weakened (the ECA debilitated unions) and many managers believed, somewhat self-servingly, that individual contracts were a better form of voice.

Just as managers have an illusion of control, so they also seek to maintain or increase control. It does not feel good to be not in control, and it is not good to be seen as not in control. So it takes a lot of belief by managers and supervisors in the benefits of employee participation in decision-making, or in any social justice considerations, for them to follow a high-trust or a collectivist strategy. Alternatively, it takes strong employee organisation to force management to do those things. No doubt, in the future, there will be some employers following such paths, but if power shifts further from employees then managers will be less likely to pursue paths that employees seek.

**Managers as employees**

Finally, it is worth pausing to remember that managers are also employees, and sometimes they are subjected to the same contradictions and pressures as lower-level employees.\(^\text{19}\) A study of managers in call centres found their ability to manage was undermined by role conflicts, micromanagement and lack of development or strategic direction, and their coping strategies


\(^{19}\) Keith Townsend and Sue Hutchinson, ‘Line Managers in Industrial Relations: Where Are We Now and Where to Next?’. *Journal of Industrial Relations* 59, no. 2 (2017): 139–52.
were a mixture of embracing and resisting. So they experience, in sometimes quite specific ways, a number of the issues facing employees that are discussed elsewhere in this book; for example, issues regarding culture, gender, emotional labour, work intensity and ethics. At times in later chapters we use examples from managers to highlight certain aspects of those issues. How much, and in what ways, they experience those issues is often a function of how close to, or distant from, the top of the organisation they are—and therefore how much power they possess. Management is stressful work, especially for those who, as individuals, are troubled by the conflict between financial considerations and human considerations.

**Flexibility explored**

One person’s flexibility is another person’s uncertainty—just as one person’s stability is another person’s rigidity. The underlying questions, according to Richard Hyman, that we ultimately need to consider with flexibility are: who gains and who loses; and whose interests are promoted and whose interests are neglected.21

For Hyman, flexibility is ‘more a rhetorical slogan than … an analytical instrument’.22 The language of flexibility is value laden: flexibility is invariably portrayed as a ‘good thing’. If someone is deemed not flexible, then they are portrayed as rigid—a ‘bad thing’.23 Economists and others frequently tell us that labour market flexibility is a good thing.

But we could, of course, give the term ‘flexibility’ the opposite connotation. For instance, we could say flexible = uncertain = a bad thing; and that rigid = stable = a good thing. In this interpretation, flexibility would be characterised as a social ‘bad’ as opposed to a social ‘good’. As you can see, we need to separate out the prescriptive (‘we should be flexible’) component of the term flexibility from the analytical component (e.g. numerical vs functional).
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This rise of the idea that ‘flexibility’ by employees was a desirable thing coincided with the opening up of market forces and the movement of neoclassical economic ideas (‘market liberalism’) to ascendancy in policy debates and decisions. The ‘Great Recession’ (as Americans described it) or ‘global financial crisis’ (as Australians called it) showed that many of the key propositions behind the neo-liberal model can no longer be assumed to be true.\textsuperscript{24} For example, the highly ‘flexible’ US labour market generated worse increases in unemployment during the financial crisis than were generated by the less flexible European labour market, even though Europe suffered a larger fall in GDP.\textsuperscript{25} Since then, austerity programs implemented in Europe, but not the USA, have prevented Europe from making the recovery in unemployment that was subsequently seen in the USA. In economic terms, demand, not flexibility, has driven the course of unemployment.

First, though, let us differentiate between flexibility for workers and flexibility by workers. Flexibility for workers occurs when companies change work practices or working time to better suit worker needs. Allowing workers to take time off to attend school concerts, enabling job sharing, permanent part-time work, ‘48/52’ arrangements—these are all examples of employers being flexible for workers. Research shows these things are mostly effective in enabling better work–life balance, and are often aimed at increasing job satisfaction, attraction or retention of valuable employees.\textsuperscript{26}

But when employers or politicians complain about a lack of flexibility, they usually mean flexibility by workers. Here researchers distinguish between two types of flexibility by workers. They are \textit{functional} and \textit{numerical} flexibility.

\textbf{Forms of labour flexibility by employees}

\textit{Functional flexibility} is the employer’s ability to deploy employees between activities and tasks to match changing workloads, production methods or technology. It is often loosely associated with multiskilling and the expansion of worker autonomy. \textit{Numerical flexibility} is the employer’s

\textsuperscript{24} John Quiggin, \textit{Zombie Economics} (New Jersey: Princeton University Press, 2010).
capacity to adjust labour inputs to fluctuations in output. Numerical flexibility in turn can be broken down into three forms. External numerical flexibility refers to nonstandard forms of employment—the ability to adjust the level of labour inputs, for example through use of casual labour, part-time workers, subcontracting, labour hire or fixed contract workers. Internal numerical flexibility (or temporal flexibility) refers to the ability to adjust the quantity and timing of work without engaging additional labour. ‘Financial’ or wage flexibility refers to the ability to adjust wages up or downwards in line with output or market circumstances, through mechanisms such as piece rates, gain-sharing, productivity bonuses, incentive pay schemes or pay cuts.27

Different types of flexibility are often associated with different management styles. For example, numerical flexibility tends to be associated with low-trust styles. It may be linked to individualism (in that contracting and casualisation make it harder for unions to organise, and sometimes this is a purpose of casualisation or contracting out). On the other hand, some aspects of numerical flexibility (in particular, profit-sharing or productivity-related pay) may go hand in hand with employee participation mechanisms that in turn require high trust (though it may not always be provided). Indeed, it appears that contingent pay schemes only really work effectively when they are associated with employee ability to influence work, which, when profit-sharing or productivity-related pay are involved, means employee participation in decision making.28 However, profit-pay and participation do not necessarily coexist. In short, it’s complicated.

By contrast, functional flexibility tends to be disproportionately linked to higher trust approaches (you want employees to stay in the firm as they are trained in multiple skills and tasks, and this requires the building of some trust). It may be linked to collectivism in that internal labour markets (ILMs), often tied to functional flexibility, are also more favourable to unionism, and may force management to recognise collective
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organisations. And it might be linked to structured management, in that rules and procedures also tend to be linked to ILMs and their greater use of training. But the case should not be overstated: smaller firms may seek functional flexibility because they do not have enough staff for detailed specialisation, but they may also be too small to offer ILMs with strong career prospects. So these can be seen as theoretical tendencies rather than corollaries.

**Functional flexibility**

Functional flexibility denotes the ability of employees to move flexibly between different job tasks and assignments. While it appears that many employees are demonstrating functional flexibility in other work, Karen Legge’s case-study evidence suggested that, in firms that sought to focus on functional flexibility, the degree of flexibility achieved was ‘more modest than celebratory accounts of multiskilled teamworking or craft-based flexible specialisation might imply’. Changes reportedly rarely involved radical skill enhancement. One study examined attempts at introducing full functional flexibility—basically everybody can do everything—at a Pirelli greenfield site. These attempts were eventually abandoned because of the importance of specialist knowledge that was lost with full functional flexibility; the importance of commitment that was associated with ‘ownership’ of a particular area; the cost and availability of training; and the problems of skill retention being weak if new skills were not constantly practised.

A British study of collective agreements to achieve functional flexibility also detected problems. While most agreements contained promises of job security, they ‘almost always implied a reduction in the workforce, if not through redundancies then by so-called natural wastage’ resulting from anticipated rises in productivity. According to Legge, the objective was ‘increased managerial control over the deployment of labour and consequent labour intensification, with [quality of working life] outcomes secondary if not incidental’.

---

Numerical flexibility

External numerical flexibility is concerned with the ease of increasing or reducing the number of employees. Broadly speaking, there are two ways in which this can be achieved: by making it easy to hire or fire ‘core’ or ‘permanent workers’; or by making it easy to have people working on ‘peripheral’ contracts—as casual employees, labour hire workers or dependent contractors.

One of the changes in employment relations from the mid-1980s was the restructuring of employment associated with the growth of nonstandard or atypical forms of employment, such as contract, part-time, casual, agency, homeworking, trainees and self-employment. Although it is common to include part-time in this list of nonstandard employment, this is not analytically very helpful, as part-time work can be permanent and is sometimes (not always) driven by the supply side (workers wanting part-time employment). The main exception—that is, the main instance where part-time noncasual work is precarious—is where underemployment is experienced. So we focus most on contract, casual, agency, homeworking, trainees and dependent self-employment (i.e. where the worker has the appearance of being self-employed but is actually dependent upon one organisation to provide him or her with work). Casual employment is a term used in Australia to describe employment contracts in which the contract lasts only for the period of the current shift, though in practice employees are usually expected to stay for weeks, months or sometimes even years. In most other countries, temporary employment is a term used to describe employees whose period of engagement is not ongoing. Time series data are not easy to obtain, and most Australian studies rely on data about people with no access to paid holiday or sick leave (as most casuals lack such access). Most Australian casuals have no access to protection against unfair dismissal, redundancy pay or long-service leave. The closest analogy in the UK is ‘zero hours contracts’ (you have a ‘job’ but no guarantee that you will work in any particular week) while the OECD usually uses ‘temporary employment’ as its indicator of precarity in employment and includes Australian casual
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33 Between 2010–11 and 2016–17, the number of hours sought, but not worked, by underemployed people in Australia grew by 31 per cent, five times the total growth in hours worked. See Australian Bureau of Statistics, ‘Labour Account Australia, Quarterly Experimental Estimates’, September 2017. Canberra 6150.0.55.003.
employment in that measure. There has not been much change in the past
decade in the overall proportion of Australian employees who have access
to holiday and sick leave.

*Labour hire* (where the worker is not a direct employee of the company
for whom s/he is working) is another form of casual employment, and
the growth of labour hire is part of the reason for the relative growth of
*full-time* casual employment.34 Employees paid by labour hire agencies are
in uncertain ‘triangular’ relationships with the labour hire firm and the
firm for whom they are doing work. Labour hire workers appear to have
inferior occupational health and safety outcomes35 and to lack protection
from unfair dismissal and redundancy.

In *dependent contractor* relationships, the worker is not even an employee,
even though they are mostly only working for one organisation (that in
other circumstances would be called an ‘employer’). The term ‘independent
contractors’ is sometimes used in popular discourse to refer to both the
above group and those who are genuinely independent and have many
clients or customers.

Whereas external numerical flexibility allows the employer to change
the number of *workers* they have at a point in time, internal numerical
flexibility (or temporal flexibility) allows them to change when and for
how many *hours* those employees work. Casual employment does both.
Part-time employment contracts may (or may not) also allow the employer
to vary hours per employee.

Another aspect of internal numerical flexibility is the capacity of employers
to get more hours out of workers when needed, through *paid or unpaid
overtime*. Over much of the last century, premiums or ‘penalty rates’ for
working nights or weekends, and in particular premiums for overtime,
reduced the incentive on employers to make existing employees work for
extra hours (rather than take on additional workers). In the last quarter
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34 If we take the liberty of labelling people without leave as ‘casuals’, then the number of ‘casual’
full-timers grew in Australia by 38 per cent between 2009 and 2017. So-called ‘permanent’ full-timers
(that is, those with annual leave) grew by just 10 per cent. On the other hand, some organisations
have found their reliance on part-time casuals has been counterproductive, as it meant workers had no
commitment and were unreliable. So some large retailers now use ‘permanent’ part-timers rather than
casuals. So-called ‘casual’ part-timers grew by just 13 per cent between 2009 and 2016. ‘Permanent’
Canberra 6333.0.

century, there has been a breakdown of the standard working-time model. A diminishing proportion of workers are employed for a standard 38 to 40 hours per week. A large proportion of the workforce are working either shorter hours (in part-time jobs) or longer hours.\(^\text{36}\)

So, while part of internal flexibility concerns the number of hours people work, another part, one that employer organisations are putting more emphasis on, is about getting people to work when it best suits the employer—including on nights or weekends. Hence wage premiums for unsocial hours—that is, for working nights or weekends (referred to in Australia as ‘penalty rates’ and in New Zealand as ‘penal rates’)—are being challenged. These were established a long time ago, both as an effort to get people to work unsocial hours (i.e. to increase labour supply at those times) and to compensate people for the inconvenience of working those hours (part of what neoclassical economists would call a ‘compensating wage differential’). Sundays have (in recent centuries) been associated with religious observance in some countries, and so the decline of religion has been used by some employers to argue that Sunday wage premiums are outdated, though the concept of a rest day has a much stronger lineage.\(^\text{37}\)

Although it is argued by some that the ‘24/7’ economy renders shift premiums obsolete, a counter is that it is still essential that people have time away from work on nights and weekends. In developed countries this is even more important now that two adults in a household are typically working, as otherwise the opportunities for a couple to spend time together would be very limited. Evidence indicates that people working at nights or weekends are more likely than others to be dissatisfied with the balance between their personal and family lives, and to report a deterioration in how well they get on with people at home. The partners of those working weekends are more likely than the partners of people who do not work weekends to want their spouses to get a different job and to complain about the way their social life is affected by their spouse’s work responsibilities.\(^\text{38}\)


To the extent that flexibility is associated with uncertainty, it is numerical flexibility that is at issue. The growth of numerical flexibility since the mid-1980s has been seen as signifying the growth of ‘precaritisation’; that is, the creation of precarious jobs. People in casual jobs, including labour hire, fixed-term employees and dependent contractors, can be seen as in particularly precarious jobs. So too, however, may be a number of people in ‘permanent’ jobs, as they can still be made redundant or otherwise dismissed—especially in the context of the emergence of ‘not there’ employment, discussed below. Guy Standing coined a term, ‘the precariat’, to encompass what he considered to be a new and dangerous social class, evident globally, experiencing ongoing precarity in work and open to political extremism. It evokes, but does not mean the same as, Marx’s ‘lumpenproletariat’, described as a dispossessed group at the bottom of society, including ‘vagabonds … knife grinders, tinkers [and] beggars’ who lacked class consciousness. Precarity, however, affects more than just a particular class of people or the ‘low skilled’—the precarity of casual (‘sessional’ or ‘adjunct’) university teachers, often with PhDs, is illustrative of this.

That growth in casualisation since the 1980s should not be seen as the emergence of a new phenomenon. It is better understood as the reemergence of an old phenomenon, reflecting a reversal of the gains workers had achieved in much of the preceding part of the twentieth century. In Australia, for example, casual employment was a dominant feature of working-class employment in the 1870s and 1880s. This reflected the high seasonality of rural and downstream employment, the unpredictability of demand in manufacturing, and employers’ ability to pass the costs of these things to employees (while maintaining an ILM for more trusted or important employees and relatives).


Is risk about job insecurity?

We need to recognise that transferring risk need not be the same thing as making jobs insecure. Campbell and Burgess, in a significant review article, refer to precariousness as manifested not only in employment insecurity (including underemployment) but also in earnings insecurity and working-time insecurity (i.e. unpredictability of shifts). Risk can simply be about making the livelihoods of workers insecure. If, in relative terms, wages are lowered, and workers are juggling which bill they can afford to not pay in which week, then people’s livelihoods are precarious in a way that is not captured by data on the probability of unemployment or the rate of casualisation. Wages growth has slowed in many countries including Australia, and ‘in a majority of countries across the world wage growth in recent decades has lagged behind the growth of labour productivity’. Over the past three decades, median real wages in the USA have barely improved, and there an unexpected ill-health event can send even an insured family into penury.

In economics, risk is typically correlated with returns (high risk implies high returns). In recent decades, large firms have shifted the risk component of that equation onto labour, but protected the returns for themselves (and so the labour share of national income has generally declined). So risk transference has been an asymmetrical process that, in order to maintain returns to capital, has imposed greater precarity of livelihoods onto parts of labour than would otherwise occur, at a time when average incomes in society have been increasing.

---

The flexible firm

As firm strategy changed again in the 1980s, one model that emerged to explain the new behaviours of corporations was the ‘flexible firm’ model. This model was principally developed by John Atkinson in the UK.\(^{48}\)

In the flexible firm model, employers seek an optimal balance between functional and numerical flexibility through segmenting the labour force into two groups: the core and periphery groups. The *core* of full-time employees enjoys job security, career development, high wages and are multiskilled. They occupy the primary ILM within the firm. The core group is the principal source of functional flexibility. The *periphery* is the source of numerical flexibility. So, by contrast to core employees, the periphery has job insecurity, poor career options, lower wages and low multiskilling.

The occupation of the employees who might comprise these groups is to some extent influenced by the adoption and uses of technology. For example, blue collar workers might be part of the stable core if the tasks they do require the use of the employee’s discretion and judgment (e.g. in small batch production). From earlier, we could expect the core to be associated with high-trust management styles, perhaps structured management, perhaps collectivist approaches. By contrast the periphery would be associated with low-trust styles, more likely individualism, and possibly less structure. That in turn implies management may have different management styles for dealing with different parts of the workforce—something that, as we have seen, indeed happens.

There have been a number of criticisms of the flexible firm model.\(^ {49}\) Some relate to the ways in which employees are categorised. Precarity is not restricted to the group Atkinson describes as the periphery. Legge claims that the flexible firm model suffers from confusion as to whether it is a prescriptive model—considering ‘what should be’—or a descriptive model, considering ‘what is’.\(^ {50}\) At times, it appears to do both. Yet, if it is prescriptive it shows little evidence of being a conscious strategy.

---


50  Ibid., 154.
Company survey data in the UK suggested that moves to greater numerical flexibility were mainly piecemeal, opportunistic and ad hoc rather than a result of strategic intent.\(^\text{51}\) In Australia, casualisation appeared higher in workplaces with ‘unstructured’ rather than ‘structured’ management.\(^\text{52}\) Internationally, however, ‘one place where the core–periphery model undoubtedly has been strategically enacted is in the public services’.\(^\text{53}\) If, on the other hand, it is meant as a descriptive model, Legge asks how does it improve on preexisting models of labour market segmentation? In essence, segmentation theorists argue that ‘labour markets are characterised by noncompeting groups, and economic, social and political forces combine to differentiate the rewards of comparable groups of workers’.\(^\text{54}\)

My concerns are several. The model treats part-time workers as part of the periphery, which is only true for some (mostly those underemployed or on temporary or casual contracts). It fails to explain why, in the face of all this flexibility, the employment relationship persists. It gives inadequate consideration to employer strategy towards employees and what determines that strategy—in particular, the importance for firms of avoiding accountability—and so has limited predictive value. In that sense, it privileges ‘flexibility’ above all other elements—hardly surprising as that is the focus of so much rhetoric from employers and policy-makers. But why doesn’t everyone just use independent contractors? To be fair, though, it is a theoretical model that emerged in the 1980s, so it is hardly surprising that modifications should be required.

‘Not there’ employment

Even if moves to the flexible firm model were initially piecemeal, ad hoc and opportunistic, its appearance in the literature signalled pressure for some fundamental changes to the way firms organise. More than just reduce risk and cost, however, firms have also sought to achieve ‘distancing’ through what can be called ‘not there’ employment—a method of corporate organisation whereby firms can avoid accountability for misbehaviour by affiliates or subsidiaries by denying responsibility: ‘We’re not there!’. The term ‘not there’ employment is deliberately ironic: of course workers

---

\(^{51}\) Ibid., 160.


are experiencing the capitalist employment relationship, so in that sense it is very much ‘there’; but it is also a device by which large corporations can say we are not there. So it is not necessarily employment that is ‘not there’, it is the lead corporation. At least, that is how it is meant to be in the eye of the intended beholder.

As a model of firm behaviour, it has some similarities to the ‘flexible firm’ model, but focuses less on forms of ‘flexibility’ and more on capital, accountability and transaction costs. ‘Not there’ employment facilitates a higher rate of noncompliance with labour laws. It is thus more akin to the process of ‘fissuring’ that has often been used to describe modern workplaces. The terms ‘fractured’ and ‘fragmented’ have also been used. And yet, the employment relationship persists. Many corporations are seeking to make greater use of ‘flexible’ labour, and engage in ‘not there’ employment to minimise costs and risk and to avoid responsibility for some of the labour costs they would otherwise incur and possible breaches of the law. They typically contract to others who in turn hire employees (or who subcontract to others, who in turn hire employees). So part of their workforce is ‘flexibly’ deployed. But they also retain an ILM for their ‘core’ employees. This bit, then, is what Atkinson referred to as the ‘flexible firm’ model in the 1980s. The details have changed a bit since then, but the central idea—many firms simultaneously operating an ILM-based core and a periphery participating in an external labour market—remains true.

So ‘not there’ employment is the process by which centres of capital (we might call these ‘lead firms’ or ‘core capital’) fragment what would otherwise be corporate structures in ways that maintain high control, minimise labour costs and risk, maximise centralised profits and minimise accountability for externalities. Thus, ‘not there’ employment is the key feature of an emerging ‘not there’ capitalism, in which the concentration of capital within product markets grows.

More precisely, the key methods of ‘not there’ employment are: control is retained by a central entity (e.g. the ‘lead firms’ in supply chains); production is undertaken within smaller entities (the ‘dependent firms’—we might call them ‘peripheral capital’), which are formally separated from the lead firms; core and dependent firms are linked by contract; and labour is ostensibly and directly controlled by the peripheral capital in dependent firms. That labour may be classed as ‘employees’ or as ‘contractors’, according to the context. Fundamentally, though, the employment relationship—hence ‘not there’ employment—persists, despite all the fissuring pressures.

The manifestations of this phenomenon vary between sectors and industries. In the public sector, the urge to minimise accountability is manifested as privatisation, or contractual relationships (such as ‘public–private partnerships’) made opaque through contracts that are ‘commercial in confidence’. In the private sector, variations between industries may occur according to the nature of the product in that industry, the degree of competition, the share of costs represented by labour costs, the geographic scale of production, the nature of labour and labour organisation including exposure to secondary labour markets, occupational norms and the ideology and strategy of employers, among other factors. If there is one major difference with the casualised employment of the late nineteenth century that we saw, it is this: whereas at that time much peripheral labour was directly hired by the responsible employer, under ‘not there’ employment a growing part of the responsibility for hiring peripheral labour rests with dependent firms or peripheral capital.

What determines the activities that are done ‘in-house’ and those that are ‘not there’—undertaken in franchises, contractor firms or some other form of peripheral capital? Transaction cost economics, a form of institutional economics associated with writers such as Coase and Williamson, suggests that the transaction costs (including supervision costs) of having work done determine whether it is done in-house or by ‘the market’. This, correctly, puts the emphasis on control. As Gramsci said, ‘discipline and a good state of production is only possible if there exists at least a minimum of...

constitutionality, a minimum of consent on the part of the workforce’.\textsuperscript{60}

An aspect of this is being able to deliver, cheaply, products or services that might otherwise be considered too expensive: getting a product to a customer in time, or having a service available at an abnormal time.\textsuperscript{61}

In addition, the desire to minimise risk and to avoid accountability (to minimise the appearance of control) are also factors in deciding whether to internalise or externalise particular aspects of production. In effect, each corporation makes an assessment of whether the combination of these factors—cost, control, risk and accountability—makes internal or external production more attractive. Some of these things lend themselves to calculation more than others. Cost is the simplest thing to express as dollars while, at the other extreme, the benefits or disadvantages of minimising accountability may be very difficult to express as dollars, and so judgements about that (expressed as ‘sticking to our core business’) may be taken at a higher level in the organisation.

The employment relationship and the future

The rise of the ‘gig economy’, discussed in more detail below, has raised a debate about whether the employment relationship has a future at all. Yet despite all the predictions of the ‘death of employment’ (including a 2008 book by that title),\textsuperscript{62} it has not happened and most likely will not happen.

The meme that the employment relationship is dying may be seen in a few ideas, not just the emergence of ‘not there’ employment. The first is the idea that, instead of the employment relationship, we are witnessing the rise of ‘freelancing’ or the ‘gig economy’ as workers become self-employed and contractors instead of employees. Second is the idea that workers will not want to stay with organisations any more—they want not one career, but lots of careers, even ‘boundary-less careers’ or ‘portfolio careers’. The third one is the idea that firm size is decreasing, and large firms are no longer as important as they used to be.

---


\textsuperscript{61} The extent to which consumer demands for timely delivery influence outsourcing in Australian road transport is presently being investigated by Kaylee Boccalatte.

These ideas are clearly interrelated. They are also mostly either exaggerated or plain wrong. I address them in reverse order.

First, evidence shows that firm size is not decreasing.\textsuperscript{63} Nor is workplace size declining structurally. Such measures vary with the state of the business cycle (a more prosperous economy means bigger businesses, on average), but there is not a clear long-term trend.

Second, while the employer demand for increased ‘flexibility’ is genuinely ‘a thing’, self-employment, by contrast, is not growing. Table 6.1, using OECD data, shows self-employment declining between 2000 and 2014 in 26 countries for which data were available, and increasing in only 11. Across those 37 countries, the unweighted average rate of self-employment fell by 2.2 percentage points over the period. Across the OECD (a smaller grouping), the weighted average rate of self-employment fell by 1.9 percentage points between 2000 and 2011. The death of employment is an international myth without international substance.

The mythology of the ‘portfolio’ career, as if workers like to be shunted from industry to industry over their lifetime, hides the likelihood that workers are more insecure than before. Some, of course, may prefer changes of career, but for others career changes are a euphemism that is forced upon them by the impermanency of work.

Table 6.1: Percentage change in self-employment, 37 countries, 2000–14

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Turkey</td>
<td>51.4</td>
<td>34.0</td>
<td>–17.4</td>
</tr>
<tr>
<td>Korea</td>
<td>36.8</td>
<td>26.8</td>
<td>–10.1</td>
</tr>
<tr>
<td>Greece</td>
<td>42.0</td>
<td>35.4</td>
<td>–6.5</td>
</tr>
<tr>
<td>Portugal</td>
<td>26.1</td>
<td>19.9</td>
<td>–6.3</td>
</tr>
<tr>
<td>Poland</td>
<td>27.4</td>
<td>21.4</td>
<td>–6.0</td>
</tr>
<tr>
<td>Iceland</td>
<td>18</td>
<td>12.5</td>
<td>–5.4</td>
</tr>
<tr>
<td>New Zealand</td>
<td>20.6</td>
<td>15.3</td>
<td>–5.4</td>
</tr>
<tr>
<td>Japan</td>
<td>16.6</td>
<td>11.5*</td>
<td>–5.1</td>
</tr>
</tbody>
</table>

\textsuperscript{63} See, for example, Stefan Hajkowicz et al., \textit{Tomorrow’s Digitally Enabled Workforce: Megatrends and Scenarios for Jobs and Employment in Australia over the Coming Twenty Years} (Brisbane: CSIRO, 2016), 41, Figures 14 & 15. The figures show declining shares of small business, even though the accompanying text suggests the opposite.
## The Realities and Futures of Work

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>37.1*</td>
<td>32.3</td>
<td>−4.8</td>
</tr>
<tr>
<td>Hungary</td>
<td>15.2</td>
<td>11.0</td>
<td>−4.2</td>
</tr>
<tr>
<td>Chile</td>
<td>29.8</td>
<td>25.9</td>
<td>−4.0</td>
</tr>
<tr>
<td>Mexico</td>
<td>36</td>
<td>32.1</td>
<td>−3.9</td>
</tr>
<tr>
<td>Italy</td>
<td>28.5</td>
<td>24.9</td>
<td>−3.5</td>
</tr>
<tr>
<td>Australia</td>
<td>13.5</td>
<td>10.2</td>
<td>−3.3</td>
</tr>
<tr>
<td>Switzerland</td>
<td>13.2</td>
<td>10.0</td>
<td>−3.2</td>
</tr>
<tr>
<td>Russia</td>
<td>10.1</td>
<td>7.2</td>
<td>−2.9</td>
</tr>
<tr>
<td>Spain</td>
<td>20.2</td>
<td>17.7</td>
<td>−2.5</td>
</tr>
<tr>
<td>Canada</td>
<td>10.6</td>
<td>8.8</td>
<td>−1.9</td>
</tr>
<tr>
<td>Israel</td>
<td>14.2</td>
<td>12.5</td>
<td>−1.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>18.8</td>
<td>17.4</td>
<td>−1.4</td>
</tr>
<tr>
<td>Belgium</td>
<td>15.8</td>
<td>14.6</td>
<td>−1.2</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>7.4</td>
<td>6.2</td>
<td>−1.2</td>
</tr>
<tr>
<td>USA</td>
<td>7.4</td>
<td>6.5</td>
<td>−1.0</td>
</tr>
<tr>
<td>Norway</td>
<td>7.4</td>
<td>7.2</td>
<td>−0.2</td>
</tr>
<tr>
<td>Colombia</td>
<td>51.8*</td>
<td>51.8</td>
<td>−0.1</td>
</tr>
<tr>
<td>Denmark</td>
<td>9.1</td>
<td>9.0*</td>
<td>−0.1</td>
</tr>
<tr>
<td>Germany</td>
<td>11.0</td>
<td>11.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sweden</td>
<td>10.3</td>
<td>10.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Austria</td>
<td>13.3</td>
<td>13.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Estonia</td>
<td>8.8</td>
<td>9.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Finland</td>
<td>13.7</td>
<td>14.1</td>
<td>0.4</td>
</tr>
<tr>
<td>France</td>
<td>9.3</td>
<td>9.7*</td>
<td>0.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>16.1</td>
<td>18.6</td>
<td>2.5</td>
</tr>
<tr>
<td>Great Britain</td>
<td>12.8</td>
<td>15.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>15.2</td>
<td>18.1</td>
<td>2.9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>11.2</td>
<td>15.9*</td>
<td>4.7</td>
</tr>
<tr>
<td>Slovakia</td>
<td>8</td>
<td>15.4</td>
<td>7.4</td>
</tr>
<tr>
<td>Unweighted average (all)</td>
<td>19.3</td>
<td>17.1</td>
<td>−2.2</td>
</tr>
<tr>
<td>OECD average</td>
<td>17.7</td>
<td>15.8**</td>
<td>−1.9</td>
</tr>
</tbody>
</table>

Notes: * 2013 ** 2011 † 2001

Source: OECD database accessed 23 August 2016. The 3-digit country codes can be found at www.iban.com/country-codes.
Globally, only about half of all employed people are employees. That’s mostly because, in developing countries, a lot of work is in the ‘informal’ sector outside the scope of employment regulation. In sub-Saharan Africa and South Asia, only about one in five employed people are employees earning a wage or salary. This is nothing new. As countries become more industrialised, the informal sector declines and the use of the employment model grows, as capitalism organises production through employees and the need for control of workers grows.

So there is another paradox: the rise of new models like Uber, with its use of contract labour rather than employees, exists side by side with the continuing importance of employment. That paradox is explained by two things: the resistance of employees to greater insecurity; and the ongoing efficiency of employment as a means to control worker behaviour, alongside the ongoing urge of capital to cut costs.

The first of these has already been discussed. The second warrants elaboration. The employment contract is open-ended, and it is impossible to put into it every aspect of what an employee must do. That problem is multiplied many times over when you move from an employment contract to a contract for service.

Contracting is a way of reducing costs and risk, increasing profits and avoiding accountability, but it is not effective for maintaining control, so firms may use a combination that involves contracting out to others (I call them ‘mid contractors’) that in turn often (not always) hire employees.

For most owners of capital, and for most CEOs, the corporation is the most efficient form of economic organisation and it most efficiently operates through employing people. This is fundamentally because the transaction costs in controlling workers through an employment relationship are lower than the transaction costs of alternatives, such as drawing up and implementing contracts with them as independent contractors. So, for example, a firm can more closely supervise employees than contractors, it can manage uncertainty better, it can minimise the risk of opportunistic behaviour, and it need not waste time and money renegotiating contracts with them when they turn up for work each day. In *The Circle*, Mae is an employee, even though her job (the equivalent of an Instagram ‘influencer’ of the 2010s) is in effect held by the self-employed at present; she is an employee of The Circle because that is how best the company can exercise control over her.
Even when firms contract out part of their operations, the people who end up doing the work are often still employees, because that is the most efficient way for a firm to run its business. For example, when a mining company gets what are known in the industry as ‘contractors’ in to work in a mine, they are usually employees of a contracting firm, that supplies just the workers (a ‘labour hire’ firm) or both workers and equipment. They work on the mine site, but are employees—hired on a casual basis and at much lower cost to the mines.

Through global value chains, an organisation can control a very large number of workers, while having very few as employees within its own organisations. The rest may be employees in contracting forms. In 2013, over 700,000 people were part of Apple’s global value chain, but only 80,000 of them were employed directly by Apple itself.64

Another, growing, example is franchises: a large organisation like 7-Eleven or McDonald’s may contract out business to many franchisees, but they in turn hire employees to work in the stores. Franchising is a way by which the owners of capital (at the top or peak of the hierarchy) contract out to ‘franchisees’ who run the outlets (fast food, retail, etc.) rather than the large firms running the outlets themselves. But most of the people who work in the outlets are employees—of the franchisees, rather than the capital at the top of the hierarchy.

The franchisors still control the product, but franchisees have responsibility for employment. The franchisees are also small businesses, and so less likely to comply with labour regulations than large firms.65 Hence the franchisors gain the financial benefit from franchisees’ low-cost way of operating. This model cuts costs and transfers risk down the chain—

---


which means jobs, or at least personal finances, are more insecure, and the opportunities for underpayment of workers (discussed in Chapter 10) are increased. Franchising has been growing in importance, and employment in franchisees as a share of total employment has likewise grown.66

Many organisations have sought to adopt the Uber platform model. I discuss that shortly. Others firms have tried to turn employees into faux ‘independent contractors’ (such as at Kemalex, in Australia, a few years ago) to avoid paying leave, superannuation and workers’ compensation. Workers and unions have resisted this ‘sham contracting’.67 Most employees do not actually want to be contractors. Like employers, they prefer the stability of the employment relationship.

Meanwhile, a lot of the people who end up as the ‘mid contractors’ are probably people who would otherwise have been small-business owners or self-employed anyway. Circumstances differ between industries. For example, people who love trucks might buy one. They will then become owner-drivers—and sit at the bottom of the road transport industry supply chain. In the textiles, clothing and footwear industries, workers were forced to be contractors (‘homeworkers’) and as recently as a decade ago worked in Australia for pay averaging as little as $6 per hour with some receiving half that or less.68

That has been the pattern in those industries for a long time. Most new manifestations of ‘not there’ employment take one of two forms. In most industries new forms of ‘not there’ employment continue to ultimately rely on employees. In some, though—mostly associated with the ‘platform economy’—core capital contracts to people, many of whom would have been self-employed anyway or, like many Uber drivers, have a ‘main’ job as an employee.69 ‘The sources of worker insecurity vary between industries, and a lot of variation between industries and periods

---

66 Lorelle Frazer, Scott Weaven, and Anthony Grace, Franchising Australia 2014 (Brisbane: Griffith University, 2014).
can be hidden by national aggregates. Franchising has grown in retailing; labour hire in mining; outsourcing in the public sector; second jobs in manufacturing; spinoffs in communications; casualisation in education and training; and global supply chains send jobs internationally to low-paid, often dangerous workplaces in a number of industries.

Even ‘casual’ or ‘permanent’ employment status (as proxied by access to paid leave) can be an inadequate indicator of worker insecurity. Employees at the bottom of the chain in many of these industries might have access to annual leave and sick leave. Offering leave is better for attracting labour and might be cheaper than paying the casual loading. There is also no need to hire someone on a casual contract if you can make them redundant when the work dries up—if, for example, you lose your contract with the main firm. If your firm can go bankrupt, then you often will not even have to pay redundancy benefits.

Other sources of worker insecurity might arise from weaknesses in the operation of labour-market institutions. In Australia, for example, firms have discovered they can terminate collective agreements, or get a handful of workers to sign new agreements that then apply to everyone, as a means of cutting pay and conditions. Some firms put employees onto contrived arrangements that make them out to be contractors, often illegally. The growing insecurity of workers, including through underemployment, and the concentration of economic power help explain why wage growth has been stagnating. Indeed, with wage growth low across most developed countries, that successful ‘war on wages’ may be the biggest single sign of worker insecurity.

---


The ‘platform’ or ‘gig’ economy

Technology is often seen as fundamentally changing workplace relations through the ‘platform economy’, the ‘gig economy’ or ‘freelancing’. These terms are often used interchangeably, as if to indicate that the growth of the gig economy is synonymous with ‘freelancing’. The term ‘freelancing’ is used very loosely and often in multiple ways, and so some large estimates of the freelancing workforce are made. For example, the Freelancers Union, a lobby group (not a trade union) in whose interest it is to maximise the number of ‘freelancers’, defined them as including employees who at any time in the previous year had held a fixed-term job or a second job as a contractor, and so it claimed that freelancers made up 34 per cent of the US workforce.73 Using a different definition, Kitching estimated freelancers at just 6 per cent of the UK workforce.74 ‘Freelancer’ is such a poorly defined concept that we do not use it in the remainder of this chapter.

To get a clearer understanding of the platform economy, also known as the gig economy, we turn to Valerio De Stefano:

‘The gig-economy is usually understood to include chiefly two forms of work: ‘crowdwork’ and ‘work on-demand via apps’ … The first term is usually referred to [sic] working activities that imply completing a series of tasks through online platforms … ‘Work on-demand via apps’, instead, is a form of work in which the execution of traditional working activities such as transport, cleaning and running errands, but also forms of clerical work, is channelled through apps managed by firms that also intervene in setting minimum quality standards of service and in the selection and management of the workforce.’75

74 John Kitching, *Exploring the UK Freelance Workforce in 2015* (London: Association of Independent Professionals and the Self-Employed, 2016); Kitching’s data indicate that the estimate would more than double if a broader occupational definition of freelancers were used.
Platforms involve many workers. Uber, for example, has a global workforce of around 160,000; its US competitor Lyft has 50,000. Amazon Mechanical Turk (AMT) mediates crowdwork for up to 500,000 people internationally and Crowdflower 10 times that number.\(^\text{76}\)

Still, this is only a small portion of the overall workforce. In the UK, the estimates of platform economy work are fairly consistent, probably reflecting similarities in data methods. The UK Chartered Institute of Personnel and Development (CIPD), drawing on its own online survey of 5,000 adults in December 2016, estimated 4 per cent of adults had been ‘gig workers’ at some time in the previous 12 months.\(^\text{77}\) An online survey for the UK Department for Business, Energy & Industrial Strategy (BEIS) estimated that 4.4 per cent of the population in Great Britain had worked in the gig economy in the preceding 12 months.\(^\text{78}\) Of those, just slightly under one-third provided services this way at least once a week. That is, roughly 1 per cent of British workers regularly participated in the platform economy.

American estimates are more variable. An August 2016 online survey by the Pew Research Center of 4,500 adults in the US found only 8 per cent of adults had used digital work or task platforms in the previous year.\(^\text{79}\) It appeared to pick up especially more crowdworkers than the UK surveys. A more indirect estimate, by J.P. Morgan based on money transfers, put the number much lower: a cumulative 0.9 per cent of US adults had ever participated in the gig economy according to it.\(^\text{80}\) US economists Lawrence Katz and Alan Krueger, based on 2015 data from an official labour force survey, estimated only 0.5 per cent of US workers had identified customers through an online intermediary, and noted this was close to two other, independently derived estimates.\(^\text{81}\)
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\(^\text{76}\) Ibid.
\(^\text{77}\) Chartered Institute of Personnel and Development, *To Gig or Not to Gig? Stories from the Modern Economy* (London: CIPD, March 2017).
\(^\text{79}\) Aaron Smith, *Gig Work, Online Selling and Home Sharing* (Pew Research Center, 17 November 2016).
Another study (not aimed at estimating its penetration) was undertaken by the ILO in 2016 and involved surveying 1,800 workers in Crowdflower and AMT.

It is likely that online surveys, by their nature, will overestimate the incidence of ‘platform economy’ workers relying on online apps, potentially by quite a bit, but that alone does not account for the discrepancies between estimates. Question wording also matters. Another important factor in interpreting these estimates is time-related: at any single point in time, only a small number of people will be employed in the gig economy, but a much larger number of people will have worked in it at some time over the previous year to supplement otherwise low incomes, sometimes only once and with minimal effect. There may be international differences, but it seems likely that 1 per cent or less of the workforce is regularly part of the platform economy in developed countries, many others dip their toes into it and then take them out again, the numbers are likely growing, but they are presently exceeded by the numbers of contractors and comparable workers who do not rely on apps for their work.

Despite its limited size, the ‘platform’ economy is a major area where digital technology has allowed a new form of work organisation to develop. There are many stories, ranging from exciting to horrifying, about work in the gig economy.82 Some of the key points about the ‘gig’ economy from the above research and another ILO study83 are as follows.

The use of digital work or task platforms is more common among younger workers. In the Pew survey, 17 per cent of 18–29 year olds, compared to 10 per cent of 30–49 year olds and just 4 per cent of 50–64 year olds, had earned money through digital work or task platforms.84

84 Smith, Gig Work.
The use of digital work or task platforms is more common among lower income earners. In the Pew survey, the proportions of adults who had earned money through digital work or task platforms were 10 per cent in households with annual income less than $30,000, compared to 8 per cent with income of $30,000–$75,000 and 4 per cent in households with incomes above $75,000.85 The incidence was also higher among blacks (14 per cent) and Latinos (11 per cent) than whites (5 per cent), and lower among those who had college (university) qualifications (6 per cent) than those with lower qualifications (9 per cent).

‘Gig economy’ work provides essential income for a minority of participants. In the CIPD survey, only 25 per cent of ‘gig’ workers said it was their main job.86 In the Pew survey, 29 per cent of platform workers said that the income they earned from it was essential for meeting basic household needs, while 27 per cent said it was ‘important’ and 42 per cent ‘nice to have, but not essential’.87 In the BEIS survey, only 14 per cent of gig workers earned half or more of their total income from gig work.88

Many gig-economy workers have other jobs. In the CIPD survey, 58 per cent of gig-economy workers with other jobs had permanent jobs (compared to 78 per cent in the population at large). Only a minority (20 per cent) were self-employed.89 Another survey by the ILO confirmed that the otherwise self-employed were only a minority of ‘gig’ workers, and only a minority had been running a business before taking up ‘gig’ economy work.90

A majority of ‘gig’ workers are chronically underemployed. In the CIPD survey, only 26 per cent said that, overall, they got enough work on a regular basis in the gig economy.91 In the ILO survey, the most common reason given, when respondents were asked why they were not doing more crowdwork (or non-crowdwork), was that there isn’t enough work.92

85 Ibid.
86 Chartered Institute of Personnel and Development, To Gig.
87 Smith, Gig Work.
88 Lepanjuuri, Wishart, and Cornick, Characteristics.
89 Chartered Institute of Personnel and Development, To Gig.
91 Chartered Institute of Personnel and Development, To Gig.
Expressed as an hourly rate, pay in the gig economy is low and often below minimum wages. In the CIPD survey, median earnings for transport or delivery was £6 per hour, and for short-term jobs was £7 per hour, below the then living wage of £7.20 per hour and the minimum wage for 21–24 year olds of £6.95 per hour.93 In the BIES survey, only 36 per cent of those who disclosed earnings received less than £7.50 per hour but 85 per cent of those who were involved in gig work from one to three times a week in the gig economy had earned less than £5,000 from their work in the preceding 12 months.94 In the ILO survey, median pay for AMT workers was US$4.65 per hour, well below the minimum wage.95 A separate analysis of 3.8 million tasks on AMT found that the median pay was closer to US$2 per hour, much less than requestors paid, due in part to time between tasks (e.g. time spent searching for tasks) and tasks ‘returned’ (not completed, perhaps because the requestor’s description was inaccurate).96 In Australia, Unions NSW calculated that rates received via Airtasker for data entry, cleaning and sales were between AU$3 and AU$9 below the relevant minimum award rates.97 Hence the Twitter user named ‘Fair Gig for all’ tweeted on a regular basis about vacancies on Airtasker for jobs paying below the minimum wage.98

Although platform economy workers are doing it tough, they also seem surprisingly optimistic, perhaps reflecting an optimism bias identified by Kahneman,99 related to ‘adaptive preferences’.100 In the CIPD survey, only 49 per cent of ‘gig workers’ (compared to 56 per cent of other workers) said they were ‘living comfortably’ or ‘doing alright’. However, 46 per cent of platform workers (compared to 26 per cent of other workers) expected their economic situation to improve over the coming year. And while only 57 per cent of platform workers (compared to 67 per cent of other workers) were saving for retirement through a pension plan,
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fully 33 per cent of platform workers (compared to 21 per cent of other workers) were confident they could live comfortably when they stopped working.\textsuperscript{101}

Platform economy workers did not think highly of their training opportunities. Nor did their thoughts readily turn to trade unions when asked to whom they would take complaints.\textsuperscript{102} For some ‘platform economy’ workers, like Uber drivers or their equivalent in other industries, who have a main job elsewhere, their attachment to work may be low and their willingness to organise resistance to their conditions of employment may be low. But for those who are reliant on gig-economy earnings as their sole source of income, their responses to attempts to organise to improve conditions of employment may be quite different. There are many media reports of such workers taking collective action, sometimes strike action, in support of improvements in pay or conditions, and some instances where they have won treatment equivalent to that of employees.\textsuperscript{103} The whole idea of them being independent contractors, not employees, has been challenged in several jurisdictions, sometimes successfully,\textsuperscript{104} and sometimes not (e.g. in Australia).\textsuperscript{105} Uber says it is not a transport

\textsuperscript{101} Chartered Institute of Personnel and Development, \textit{To Gig}.

\textsuperscript{102} Ibid.


company, it is a technology company, acting as a client to drivers, but it is clearly in competition with transport companies and celebrates providing that competition.\textsuperscript{106}

There have been reports of a new labour-hire app called ‘Squaddle’, described as the ‘Uber of hospitality.’ This app allows ‘contractors’ to bid for work at restaurants and bars to fill last-minute staffing gaps.\textsuperscript{107} Many firms are trying this approach, and app developers see it as a way of making lots of money. Platform firms both supply and discipline low-paid blue-collar contractors, for use by warehouses or other corporations, much like the day labour of the past.\textsuperscript{108} They may even pretend to represent the interests of those contractors by compulsorily enrolling them as members in associations in which they have no voting rights.\textsuperscript{109} It is a model that has already spread to many industries and occupations and that will likely find its way into almost any area of work that lends itself to casual employment or contracting, including some where those modes of employment have not been used before—because it provides for a new mechanism of control that partially takes the place of the employment relationship in exercising control, especially through the ‘rating’ functionality. That said, many US firms following the Uber model—like Cherry (car washes), Prim (laundry), SnapGoods (gear rental), Rewinery (wine) and HomeJoy (home cleaning)—have failed. One author argues, ‘they provide crummy jobs that most people only want to do as a very last resort. These platforms show their workforce no allegiance or loyalty, and they engender none in return’.\textsuperscript{110}


\textsuperscript{109} Ibid.

\textsuperscript{110} Hill, ‘Good Riddance’.
In effect, there is a major labour supply problem that many of these firms have been unable to reconcile. Uber itself has never made a profit. Despite the low wages, and frequent law-breaking, its prices are too low, and its financiers are waiting for a return on their investment. It might appear that it aims to drive competitors (taxis) out of business and grow its market share and prices over the long run. Yet, if it does that, other platform-based ride services (such as Lyft) would step in and out-compete it. Perhaps it is hoping to hold on until driverless cars are available, in which case it would no longer have to worry about payments to drivers, but unless it hires those cars from owners it would face huge capital costs that it has so far avoided. Its hopes likely extend beyond driverless cars.

The biggest challenge to the employment relationship is in the ‘platform economy’. This is because virtual platforms provide a new, cheap way of control that may replace the need for the employment relationship. It is not only the availability of electronic control and surveillance that makes this possible. It is also that the rating systems in many platforms minimise the costs of monitoring quality. Not only does the platform reduce the need for an employment relationship, it also reduces the need for intermediate or peripheral capital to organise labour on behalf of core capital.

However, there are still limits to the use of cost cutting and of platform control. The gig economy will grow, but it will not overtake the employment relationship.

Conclusions

Flexibility is not a concept restricted to the gig economy and has been important in work for over three decades. The language of flexibility, we have seen, is value laden. The platform (or ‘gig’) economy is a major area where digital technology has allowed a new form of work organisation to develop. It is an area of heightened flexibility by labour, income insecurity, minimal employee control, and barriers to labour organisation.

The emergence of a new phase of capitalism, featuring ‘not there’ employment, signals some major challenges to labour and to regulators. But it does not signal the demise of the employment relationship and its replacement by a horde of freelancers. This is because cores of capital want to minimise costs and accountability, but they do not wish to minimise control. Their share of product markets increases. The paradox of the rise of new ‘gig economy’ models like Uber, and the continuing importance of employment, is explained by the ongoing efficiency of employment as a means to control worker behaviour, alongside the ongoing urge of capital to cut costs. The employment contract is open-ended, and it is impossible to put into it every aspect of what an employee must do. Contracting is a way of reducing costs and risk, increasing profits and avoiding accountability, but it is not effective for maintaining control. The contradiction discussed here is at the heart of ‘not there’ employment and its resolution plays out differently in different industries, but in the end the employment relationship provides a form of control that no other contractual relationship can achieve. Even when critical activities are outsourced to peripheral capital, the labour used by peripheral capital is often (not always) kept under control through the employment relationship, because this enables peripheral capital to control labour (and to minimise labour turnover costs) in the way it needs, to meet its obligations to core capital. The platform economy reduces the need for peripheral capital as an intermediary between core capital and labour.