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My wonderful wife, Georgina Murray, apart from being an excellent sociologist, is a great Leonard Cohen fan. So I get to hear his music a lot. Leonard Cohen wrote a song ‘Everybody Knows’, and so it seems that everybody knows about the future, or at least they pretend they know. But, in reality, nobody knows. In Dante’s *Divine Comedy*, written over eight centuries ago, the eighth ring of hell had a special place for ‘diviners, astrologists and musicians’ or, as a later illustration put it, ‘futurologists’. He was probably right.

So if you are reading this book hoping to be able to join the crowded ranks of those who boast ‘I know about the future’, you may be disappointed. But if you bought it (or at least downloaded it) to find out what others, who say they do know, don’t know, you may be more pleased. What I can claim I know a lot about is the realities of work at present, and how we have to understand those realities to enable informed views on the future to be made. And how we do have to think about the future, and that the choices we make now will shape the way the future turns out. Because if we get those choices wrong, the future could be looking pretty grim—like in that longer song title of Neil Young’s: ‘Everybody Knows This is Nowhere’.

Dante isn’t the only literary figure to get a mention in this book, though he’s the most ancient. Littered throughout, but especially in Chapter 3, are references to books, movies (or, in this preface, songs) from popular or classical culture. That’s partly because one of the most interesting ways people have had of talking about the future is through literature rather than through scholarly work (or speculative writing dressed up as scholarly work). And it’s also because I happen to like some of those literary works and talking about them.
This book could not have been produced without the contributions of a number of other people.

The genesis for this book was over 20 years ago, when I began teaching a course at Griffith University on ‘Workplace Industrial Relations’. Over time I produced notes for the students that morphed into weekly readings. At one stage, in the early 2000s, the course was taught externally and Cameron Allan and Keith Townsend helped turn the notes and readings into something more pedagogically oriented for students. They also shaped my thinking in several areas, with Keith, for example, providing a lot of material on consent and control by management that is reflected here, and later on about emotional labour when he updated the course. Cameron contributed useful material on culture, gender and disadvantage. Later on, Janis Bailey updated the course again, including on postmodernism and power. Keith is now a professor at Griffith but Cameron, after a late career in the public service, and Janis have both retired. I want to acknowledge all their contributions.

That course has now disappeared but quite a bit of the ‘realities’ part of this book originated with those earlier notes. Then Tony Dundon (without realising it at the time, and possibly without realising it until he reads this) sparked the specific idea for this book. After I’d started preparing a manuscript, Werner Nienhüser suggested the plural of the title (it was originally ‘reality and future’) and that made so much sense. He also developed my literary education by giving me a copy of Dave Eggers’s *The Circle*. My ideas on the ‘futures’ side of this book were further developed through some talks I gave that were hosted by the T.J. Ryan Foundation and in various academic and practitioner conferences and sessions.

The Graduate Center at the City University of New York (special thanks to Ruth Milkman, Kay Powell and Don Robotham) gave me a fellowship that enabled me to finish work on the book, including writing most of Chapter 11 (as well as starting work on another book), and Griffith University allowed me to come here (special thanks to Ruth McPhail). Gregor Murray’s Centre de recherche interuniversitaire sur la mondialisation et le travail, based in Québec, Canada, exposed me to many international ideas and helped me develop several of my own at its various events and conferences.
The quarterly *Griffith Review* kindly allowed me to use some material that I had published originally there—in *Griffith Review* 45 (‘The Choices We Make: A Sliding Doors Moment’) and *Griffith Review* 61 (‘Debt in Paradise: On the Ground with Wage Theft’)—as the basis for much of Chapter 1 and a smaller part of Chapter 10. Some more of the ideas in Chapter 10 arose from a report I did for the Queensland Parliament on the operation of the workers’ compensation system in that state (thanks, Grace Grace), while others arose from work I did with Paul Harpur some time after he had completed his PhD on international labour standards, and his work has also contributed to the ideas and text in parts of this book (thanks, Paul). A number of the ideas in several other chapters derived from work with Georgina Murray, but she can’t be blamed for what I got wrong because she doesn’t always agree with me anyway. Indeed, I wish I could blame others for any mistakes in the book but, sadly, I cannot (well, not so far).

Georgina Murray and Ron Kelly read through the complete manuscript and gave worthy feedback, as did two thorough anonymous referees for ANU Press. Frank Bongiorno, also from that university, gave useful advice, and John Mahony undertook some excellent copyediting. I’m also pleased that ANU Press (thanks, Emily Hazlewood and Elouise Ball) is willing to offer refereed academic books in an open-access format that is affordable and consistent with the spirit of open inquiry that is so important in this era of commodification.

And finally, a reverse acknowledgement to the multinational corporation that now owns the copyright on lyrics for certain songs. It demanded a four-figure payment if I were to use a couple of lines from a deceased poet’s song in the final chapter in this open-access book, and thereby demonstrated one of my points about the power of large corporations—in this case, the owner of rights to a tower of songs. Everybody knows I was waiting for a miracle, but it being a book about the future and democracy, in my secret life I thought I might be the man in Manhattan to cry out ‘Hallelujah’. But when it came to closing time on the editing of the book, I just had to think, hey, that’s no way to say you can’t use it.

David Peetz
New York
May 2019
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The big trends, the big choices

15 June 2049: Pat shuffles into the homeless shelter. They’re hard to find and they’ve always been spartan places, but more so now than they ever were when she was a student and did some volunteer work here in 2019.

Not that she has time to dwell on those memories much. She knew she never wanted to come here, but she’s finally given in. It’s just too dangerous outside. The bashings are getting harder to avoid, sometimes shootings by the gangs or the cops. And if they get you, there’s no point in going to a hospital. If you don’t have private insurance (‘whatever that is’, she mumbles, though she knows what it is) you pay an up-front fee that she has no chance of handing over. Or they don’t let you in.

15 June 2049: Pat has coffee with an old friend from her university days. She hasn’t seen her for a quarter of a century. They’ve both aged since then, but both like to think the other hasn’t.

They sit inside the cafe, next to the main window. Across the road is a sparkling new medical clinic. Her friend looks closely at it, then recognition dawns.

‘Isn’t that where we both did volunteer work for our degrees, back in 2019?’

‘Yes, though of course the homeless shelter moved out long ago. They’ve much nicer premises now, but I hear it’s rarely full.’

‘You see quite a few homeless people sleeping out in the park. I guess there’s nothing much to bother them.’ She pauses. ‘Ever used that clinic?’
The ReALITIEs AnD FuTuREs oF WoRk

Same with GPs, though at least the charge isn’t so high there. It used to be called a ‘copayment’ when it was lower, but eventually, she remembers, the government just stopped paying anything to doctors. ‘Rightsizing government’, they said, or some other buzzword.

She wonders if she recognises the face on the other side of the soup ladle from her student days, but she says nothing.

‘Where you from?’ he asks, trying to make conversation as he half-fills a bowl.

‘Round here. I went away. Came back a few years ago.’

‘What brought you back?’

‘I had some work—well, from time to time anyway.’

‘Doing what?’

‘Oh, through the app I got work as a sessional tutor at the uni. Had my last contract there about eighteen months ago, a few years after I got my PhD.’

‘Couple of years ago, I had a cough, real bad. My chest hurt so much I thought I was having a heart attack. They hooked me up and ran all the expensive tests, figured it was just a cracked rib. Well, they weren’t expensive tests for me—didn’t cost me anything, of course. But it was really good.’

‘And how’s the job going, Pat?’

‘Quite well. You know, it’s pretty secure. I’ve got my hat in the ring for a promotion.’

‘To senior lecturer?’

‘Yes. It’s a few years since I got my PhD, I’ve done my share of teaching and publishing. I think I’m about due. Is that app your baby crying?’

‘I’ll bring her in. I thought she might sleep better in the sunshine. Never mind.’

It’s the same Pat in each vignette. The focus of our attention, though, is not the choices Pat made. She had limited choice. It’s the choices we make. We, as a society, face choices that affect what we do, the way we work, the nature of work, who benefits, and who suffers from it. But it’s the choices that we make that make the difference to her—and to millions of others.

The movie Sliding Doors, released in 1998, presented two very different, alternative scenarios, distinguished by whether the main character caught or missed an underground train. In that movie, the defining event was
essentially random (whether or not she got through the train’s sliding doors), but in this book it is not random events, it is conscious choices that make the difference to our futures.

This book will outline the potential futures we face and the choices we make that will affect those futures. But it does so very much in the context of the reality of work now. Many books about the future of work start by talking about the latest technology, and focus on how that is going to change the way we work. And there is no doubt that technology will have huge impacts. However, to really understand the direction in which work is going, and the impact that technology and other forces will have, we need to first understand where we are.¹

I wrote much of this book while based in Australia, and so some of the examples are Australian. But there are also examples from the USA, where I finished writing this book, and even from Scandinavia, where I spent a few months living quite some time ago. Those two areas—the USA and Scandinavia—represent the extremes of the industrialised world, from what would be called the archetypal liberal market economy, in which the state plays ostensibly a minimalist role and the market mostly rules, to the group of archetypal coordinated market economies in which the market is frequently subordinated to the demands of the state and civil society.²

That range tells us something about the diversity of possibilities open to us all, and underlines one of the ideas in this book that there are, indeed, choices that can and will be made.

So where Australian examples have been used, they have been chosen with more than one eye on, and countless lessons from and for, the world at large. Australia also has many lessons for the rest of the industrialised world because, although Australian people have liked to think of themselves as egalitarian,³ it is a liberal market economy that has undergone some of the more substantial neo-liberal transformations over the past three decades, and is in some ways an indicator, short of the extremes of the USA, of

where other industrialised countries have been heading. So, before going further into the future, what’s the back-story? How did we get to where we are? And where, exactly, are we?

Through parts of the eighteenth and nineteenth centuries, improved living standards were manifested first as increased health, and later as improved wages.\(^4\) Inequality rose in the later part of the nineteenth century and peaked in the ‘gilded age’ before World War I, but thereafter reduced. Through several decades after World War II, living standards improved, unemployment was low and workers’ slice of the cake gradually got more icing on it. Wages and benefits rose, annual leave got longer, working hours got shorter. Responding to pressures from numerous parts of civil society, fearful of the alternative (communism) and legitimated by the economic role the state had played in World War II, governments widened and deepened the range of services they provided.

This changed through the 1980s, in many countries. Major shifts in economy and society were brought about by financialisation, described by Thomas I. Palley as ‘a process whereby financial markets, financial institutions, and financial elites gain greater influence over economic policy and economic outcomes’.\(^5\) Increasingly, financialisation prioritised the monetary over the real, the volatile over the stable, the immediate over the sustainable, and the rich over the poor.

For many, financialisation in Australia was most symbolised in the decision by then treasurer Paul Keating and prime minister Bob Hawke to deregulate foreign exchange markets and substantially loosen regulation of financial markets in December 1983. For me, though, it was most symbolised by a meeting of the budgetary committee of the Labor Cabinet on 28 July 1986 when, fearing a run on the dollar in financial markets and possible intervention by the International Monetary Fund,\(^6\) ministers hastily reversed an earlier decision affecting taxation of capital flows and loosened foreign investment policy.


Since then, finance capital has grown in strength. Governments around the world have been attracted to ‘market liberal’ policies (sometimes described as neo-liberalism). Unions have declined in coverage and influence in the face of increasingly hostile employers under pressure from financiers, indifferent or hostile governments, and their own ‘institutional sclerosis’, as Barbara Pocock described it: unions’ failure to make sufficient internal changes to accommodate the demands of the market liberal era. Globalisation has thus developed in an environment that has been most conducive to the interests of capital, and most antagonistic to the interests of labour.

The ‘sliding doors’ portraits of Pat illustrated two alternative visions of the future for workers. Which of these turns out to be true depends on the choices we make over coming years.

Management

In 1987, Wolfgang Streeck wrote of how the great ‘uncertainty of management’ was dealing with the ‘management of uncertainty’. Managers have responded—to the volatility of the product markets in which they sell and the financial markets in which their equity and debt are nested—by a range of strategies, some consistent, many contradictory.

Chief among the consistent strategies is the search for greater flexibility. We hear a lot about employers offering greater flexibility for employees—more choice in their start or finish times, perhaps in their total hours. This can be in response to demands from employees themselves—more on that later. It might, however, be a different story when people actually try to use such flexibility, for which they may be penalised.

The principal form of flexibility is the flexibility by employees that employers seek, to help employers manage—and shift—their own risk. Sometimes they seek ‘functional’ flexibility: getting employees to take on multiple and quite different tasks and hence skills. Sometimes they

seek ‘numerical’ flexibility, meaning that the number of workers, or the number of hours they work, or maybe even their pay rates, move up and down according to the needs of the enterprise.11

For a long time, greater numerical flexibility was seen as an unequivocal plus, creating greater stability, or at least resilience, in labour markets. Governments were encouraged, including by bodies like the Organisation for Economic Co-operation and Development (OECD), to make wages more variable, remove restrictions on hours and on hiring and firing, and attempt to emulate the most flexible of them all—the US labour market, where employers hire and fire ‘at will’.12 Then the global financial crisis came along, and, although Europe experienced a greater fall in economic activity than the USA, it was America that suffered the greater drop in employment. In its biggest test, the theory failed spectacularly.13 The OECD had been having misgivings even before then. After the crisis it recommended governments improve income support and unemployment insurance benefit systems,14 which it had previously said would decrease flexibility.

Alongside greater flexibility came the urge for control. But how? On the one hand, employees were demanding more voice at work and more control over their working lives. The decline of unions meant that, for many workers, an obvious mechanism for voice was no longer there. Some technologies inherently gave greater discretion to employees using those technologies. A case study by James R. Barker showed that employees were often more effective at exerting control over the behaviour of fellow employees, and extracting maximum effort, than were their supervisors.15 So, many employers gave employees greater control over their work.

But it is hard for managers to ‘let go’. The urge for control is human. How could they justify the ‘big bucks’ if the workers themselves were in charge? Other technologies gave the opportunity to micromanage employees—

---

in particular, to dictate their time. Swipe cards could tell warehouse bosses just how long their workers were taking to move a pallet of cans from shelf to truck.\textsuperscript{16} Monitors could tell call centre bosses how many seconds ‘customer service representatives’ were pausing between calls, or taking to go to the toilet.\textsuperscript{17} Barcode scanners could tell supermarket managers how long shop assistants took to process a trolley of groceries.\textsuperscript{18} All could be used to tell staff, ‘Work more! Work faster!’ So, many employers gave employees less control over their work.

Regardless of whether they gave employees greater or less individual control over their work, employers typically sought to reduce the collective discretion employees exercised. The sort of control employers were happy to let employees have was only contingent control—management could always take it back. For some, keeping out, or throwing out, unions became important. While decades of research had shown that employees could be, and commonly were, simultaneously committed to both union and employer,\textsuperscript{19} many employers could not stomach the idea of an alternative source of power. Sometimes through sophisticated human resource management policies that signalled ‘We’re all in this together’, sometimes through aggressive policies of exclusion, those employers often succeeded in obtaining unilateral control of the workforce, precluding collective bargaining in favour of individual contracting.\textsuperscript{20}

These employers would often cloak individualistic rhetoric with a collective demand on their employees (though the term ‘employees’ was often replaced with ‘partners’, ‘members’ or, more commonly, ‘associates’). Corporate ‘culturism’, as it was described by Hugh Willmott,\textsuperscript{21} sought simultaneously to make employees feel as if they were treated as individuals but needed to subvert their individuality in pursuit of the collective, corporate goals. Those who failed to toe the corporate rhetoric

line, as Diane Van den Broek found in her study of a telecommunications company, would be performance-managed out. 22 It was reminiscent of the scene in Monty Python’s Life of Brian, in which Brian, facing an adoring but uncomprehending crowd, calls out ‘You’re all individuals!’ They respond, ‘Yes, we’re all individuals!’ He pleads, ‘You’re all different!’ ‘Yes, we are all different!’ Then a little voice at the back pipes up: ‘I’m not!’

Willmott took a more sinister view of it all, likening ‘culturist’ strategies to Big Brother’s attempts at totalising control in George Orwell’s Nineteen Eighty-Four. 23 Yet often these attempts failed because, unlike in Nineteen Eighty-Four’s Oceania, workers were exposed to all sorts of ideas outside the workplace. The HR Department could never be as softly persuasive as Orwell’s Ministry of Truth, or as violently persuasive as his Ministry of Love. 24

Services

One of the biggest shifts in the location of work has been from the public to the private sector. In the public sector, ‘new public management’ became the rage from the 1980s. 25 Some activities were totally privatised. Services were outsourced to the private sector, policy separated from delivery. But not all changes in work can be traced to market liberal policies or financialisation. Some simply emerged as part of the normal process of development in a trading world.

In all industrialised countries, manufacturing has, in relative terms, declined. Manufacturing instead provides the engine for rapidly growing Third World or transition economies, for dragging people out of poverty. 26 Still, government policies in industrialised countries influence how much manufacturing declines, and what it would look like. Most employment

---

24 Willmott, ‘Strength Is Ignorance’.
growth now and in the future in developed countries is in ‘services’, a term so broad it can mean ‘anything that isn’t primary production or manufacturing’.

Much of the structural growth in new service sector jobs is in occupations that involve personal interactions. These jobs put demands on employees that were relatively unknown in manufacturing or mining: demands for the use of ‘emotional labour’. Employees are asked to evoke emotional reactions in clients or customers that bring about sales or at least make the targets feel more satisfied. From waitresses, bar attendants, sales assistants, and customer sales representatives in call centres to air stewards, aged care workers, and child carers, employees work with what Arlie Hochschild called the ‘managed heart’. They may be required to ‘put on a face’ to boost sales, stressfully pretending to feel something they do not (Hochschild calls this ‘surface acting’), like in a ‘smile’ campaign documented by Emmanuel Ogbonna but seen many times over by bewildered customers of numerous firms. Or employees may actually embody, deep down, the emotions that are needed, for example in care work (Hochschild calls this ‘deep acting’). Often these skills are associated with ‘women’s work’. Often they are seen as ‘attributes’ rather than ‘skills’. Often, therefore, the jobs undergo ‘undervaluation’ and the workers are poorly paid for what the work requires.

Other emerging jobs in the service sector, though, may be alienated from human interaction. The rise of internet sales has caught many storefront retailers off-guard, replacing shop visits with screen clicks. There are no book sales assistants in Amazon warehouses, where mobile technology monitors and directs workers to use the quickest route between two points: ‘You’re sort of like a robot, but in human form’, said one manager to the Financial Times. Not just emotionless labour, some jobs are thoughtless labour.

The changes in economic structure had other implications. Manufacturing had long been a source of employment for migrant workers in many countries, and so its decline caused particular problems for that workforce. Manufacturing, once seen as the heartland of unionism, now accounts for only a small proportion of unionists. Unionism has become white collar, like the workforce.

**Flexibility**

One person’s flexibility is another person’s insecurity. The mythology of the ‘portfolio’ career, as if somehow workers like to be shunted from industry to industry over their lifetime, often hides the fact that workers are treated as more disposable than before. Some, of course, may prefer changes of career, but for others career changes are a euphemism that is forced upon them by the impermanency of work.

Particularly in English-speaking countries, employers have become less hesitant about downsizing, and less reluctant to make big cuts. Yet research by Wayne F. Cascio showed that downsizing often results in lower morale, lower productivity, and worse performance, in part due to ‘survivor syndrome’ among those left behind, and employer expectations that somehow those left will make up, at least in part, for those departed.\(^{31}\) It may be a contradictory strategy, but still a popular one. We’ve seen companies turning permanent jobs into casual jobs, shifting from direct employment into labour hire, converting employees to the status of dependent contractors, often to avoid union-negotiated pay and conditions.\(^{32}\)

For some workers, nonstandard employment of this type is a means of gaining some control over their working lives. Nurses, for example, might choose labour hire as an alternative to the grind of rotating daily shift work or to avoid night work.\(^{33}\) For other workers, though, it deepens

---

risk and insecurity. Risk is passed on to workers, many of whom are no longer ‘employees’ but now responsible for their own sick leave and injury insurance. It may also be a means of weakening worker organisation. In Australia, it appears that there is a wage premium (a plus) for casuals on high incomes, but a wage penalty for casuals on low incomes, with most receiving less than what the ‘casual loading’ suggests they would have if they obtained equivalent rewards to other workers with similar characteristics.\(^{34}\)

For workers in lower-skilled occupations, or at least those outside professional or managerial occupations, insecurity is likely to outweigh choice. But it is not only the low skilled who find themselves marginalised this way. Besides the food retailing and hospitality sector, it is in education where casualisation is greatest.\(^{35}\) We are not referring here to workers who left school early and can find no better work—we are talking about highly skilled workers with doctoral qualifications, who spend semester after semester doing ‘sessional’ or ‘adjunct’ tutoring, lecturing or administering of courses, some never quite sure when they will be paid, sometimes only knowing a week in advance that they will be teaching a semester but knowing with certainty they will get no holiday pay.

Maybe just like Pat. Those ‘sliding doors’ portraits at the beginning of this chapter were not extreme imaginations. The first was inspired by modern day USA. From there, reports have emerged in the *Chronicle of Higher Education* of adjunct (sessional) academic staff living in relatives’ basements or homeless shelters.\(^{36}\) The problems of the unaffordability of healthcare would be familiar to anyone who has spent time in the USA—a country whose health, education and minimum wage regimes seem to be admired by some countries’ present policy-makers. Health insurance is a work-related issue. In America, unions battle hard to obtain it for their members, employers see cutting it as a means to make major cost savings; Canadian employers regard national health insurance as


a competitive cost advantage that attracts businesses across the border; and Australian unions negotiated the reintroduction of national health insurance as part of their 1983 Accord with the federal Labor government.

The second portrait was inspired by my time in Norway, with its more socially engaged public sector in health and other areas, where university vice chancellors are elected by staff and students and resist state attempts to impose new public sector management techniques on universities, and where mutual trust is so high that parents routinely leave prams with sleeping babies outside shops and cafes while they go inside. You can get arrested for that in the USA.

**Time and resistance**

As employment becomes more insecure, and as management strategy toughens, work also becomes harder. Through the twentieth century, workers gradually achieved shorter and shorter working weeks through various rounds of industrial action and advocacy. Yet in the 1980s this started to change. Working hours for full-time workers increased through the 1990s. Surveys showed large numbers of workers reporting increases in how hard they had to work and in the pressure they felt at work. They also showed increasing difficulties experienced by workers in balancing their work and family lives, and problems of work interfering in their personal lives.

---


No small part of this reflected the changing regulation of working time. Hourly wages with premiums (extra payments) for unsocial hours and overtime became less common, and annualised salaries that ‘incorporated’ these things became more common. Employers no longer paid the full cost when employees worked extra hours. So, management could raise expectations, employees would absorb them, and the extra work would get done. Some universities, for example, regularly expected their staff to increase research outputs annually with 5 or 10 per cent compound growth.\(^{42}\) If wages and premiums stayed in place, then employers might push for the introduction of rotating 12-hour shifts. Alternatively, employers might push for the abolition of time-related premiums.

But these are not processes that could continue indefinitely. Eventually, increases in work intensity or working hours become unsustainable in the face of organised and unorganised resistance by employees and the disappearance of goodwill by employees. So, too, resistance to increasing insecurity may grow, and be manifested in the same ways.

**Inequality**

In public debate, the rationale for the policy choices that have underpinned these changes in work has almost always been about improving economic wellbeing. You may not be made better off as a result of being more insecure, working harder or having less quality time with your family, it goes, but you’re better off through the higher productivity that is brought about. The trouble is, there has not been a productivity dividend from all this.

Not all countries adopted the ‘liberal market’ model as enthusiastically as Australia or New Zealand. Generally speaking, it is the English-speaking countries that are most closely associated with the ‘liberal market’ model. But when we make long-run comparisons across OECD countries, we do not find evidence that productivity growth, or productivity levels, are consistently higher in market liberal economies than in ‘coordinated

\(^{42}\) For example, Griffith University, *Annual Report 2014* (Brisbane: Griffith University, 2014), 126–39.
market’ economies like Norway, Sweden, Germany or the Netherlands. (In fact, Norway has higher productivity levels than any of the English-speaking countries.)

Where these economic models really make a difference is in the distribution of income, wealth and power. Inequality is higher in market liberal countries. Poverty is higher. The top 0.1 per cent typically gets more—though nowhere more than in the USA—and the bottom half usually get less. As documented by Georgina Murray, Bill Carroll and others, a small proportion of (mostly) men really do occupy increasingly powerful positions. In a 2006 interview in The New York Times, one of the world’s richest men, Warren Buffett, said, ‘There’s class warfare, all right, but it’s my class, the rich class, that’s making war, and we’re winning’. He said that with good reason. Measured income and wealth inequality declined in Australia and other countries through much of the twentieth century, but they have increased since the mid-1980s.

In addition, there has been growing outrage that the wealthiest in society have been minimising or avoiding tax through complex transnational accounting devices.

Other inequalities persist. The narrowing of the gender gap in earnings between men and women—it closed substantially between 1969 and the late 1980s—has slowed and, in some countries, reversed. Progress in achieving more positive attitudes among the populace at large and within institutional settings seems to have been offset by a greater

---

44 Ibid.
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distancing between working women and the regulation that protects their interests. Women continue to be undervalued when in female-dominated occupations, discriminated against when in male-dominated occupations, and excluded from the top echelons of business. Recent migrants often find their skills and qualifications undervalued and end up in jobs that underutilise their skills. People with disabilities continue to encounter career barriers.

It is not as if the period before market liberalism was one without difficulties, and not just those associated with gender and other forms of segmentation. In the 1970s and early 1980s, a key problem was competition for economic surpluses—what economists like to call ‘rents’. In an economy with many areas where product markets were poorly competitive, especially in relation to overseas-produced goods, there were opportunities for parts of both labour and capital to extract surpluses. This competition for surpluses became a spiral that heightened the problems of simultaneous unemployment and inflation. That is what prompted incomes policies in a number of countries, including Australia.

These days surpluses are still being extracted, but by different groups—essentially extremely high income earners, the chief executive officers, directors, and managers of top firms, parts of the finance sector, and the like. The old problem of general inflation (and of responding to it) has been superseded by the narrower inflation of executive remuneration and of the incomes and wealth of the rich (especially the top 0.1 per cent), including through asset price bubbles. Market liberal ‘reforms’ have not solved our economic problems or delivered an acceleration of our growth in wellbeing. They have just changed the problems, and in doing so made life more difficult for many workers.

51 See Chapter 8.
Globalisation and the mega-trends

You may have noticed that I have barely used the term ‘globalisation’ in this chapter to describe the forces at work. It is easy to blame problems in the way we work on globalisation, as if some external, inevitable force is at work and nothing can be done about it. After all, globalisation is a major force. But globalisation—if we mean increasing trade and international communications—is neither good nor bad in itself. Its effects are complex and contradictory.

On the one hand, for example, increased trade through globalisation helps Third World countries industrialise and grow wages, employment and living standards.54 On the other hand, globalisation increases uncertainty and puts increased pressure on companies to find new flexibilities with the associated pressure on security and wages that this implies.55 The net effect of these two tendencies is not set in stone. It depends on the policy choices taken by states and the mobilisations by employers, unions and other parts of civil society that determine the conditions under which globalisation proceeds.

The rhetoric of ‘free trade’ is used by multinational corporations to pressure governments to relinquish powers to regulate environmental or workplace behaviour, through special clauses in ‘free trade agreements’. Yet governments do not need to do that. It is a choice they make. Norway, for example, is more ‘globalised’ than Australia—trade is 49 per cent of Norway’s GDP, compared to 34 per cent of Australia’s—but Norway places more emphasis on ‘job quality’ or what the International Labour Organization (ILO) calls ‘decent work’ than is shown in Australia, and its sovereign wealth fund refuses to invest in multinational companies that breach certain ethical standards.57
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55 Streeck, ‘Uncertainties of Management’.
Globalisation is one of four ‘mega-drivers of change’ identified by the ILO that it says will shape the future of work. The other three are technology, demographics and climate change. Each of these is, in its own right, important enough to warrant that epithet of ‘mega’. We will cover each of these through the book, but it is worth expanding on each, just a little, here.

Technological change is what everybody seems to focus on when they write about the future of work. There is no doubt that it will have a huge impact. Much of the discussion focuses on the numbers of jobs lost by technological change: Will my job be one of those gone? Will there be anything else available for me? What will I have to do? Will I have to become a freelancer or ‘gig’ worker, or follow a ‘portfolio career’? These are all legitimate questions, but sometimes the discussion of the future of work descends to its being only about these things, and there being an inevitability about them. Sometimes this is for political purposes: jobs will go, so you must be flexible, and forget about all those unnecessary protections and rigidities associated with the old ways. But one of the themes of this book is that there are choices to be made, including about those things like flexibility and protections. Technology is part of the future, but it is not the whole of the future.

A second ‘mega-driver of change’ is demographics. Western countries, in particular, are ‘ageing’ as birthrates drop and life expectancies increase. Women have entered the workforce in substantial numbers since the 1960s. In most countries, participation by women is still less than by men and, perhaps surprisingly, the ILO does not expect the gender gap in labour force participation to narrow substantially over the coming 15 years across the globe, with small improvements in the Arab states and northern Africa (where the gap is huge) almost offset by small deteriorations in eastern Asia and sub-Saharan Africa (where the gap is already much smaller) and little change in OECD countries. Migration can be expected to continue and, if anything, intensify—though it may face rising political barriers from the growth of nationalistic or ethnocentric political sentiment.

The political conflict that this may engender has the potential to shape

the policy response to rising inequalities at work, much as the emergence of Trumpism in the USA has strengthened the hand of capital against labour in that country.

The final ‘mega-driver of change’, and one of the principal reasons behind the intensification of migrant flows, is climate change. In Bangladesh alone, 27 million people live on land at risk from sea-level rise by 2050, and 10,000 hectares is lost each year to riverbank erosion.\(^\text{60}\) Globally, ‘300 to 650 million people live on land that will be submerged or exposed to chronic flooding, by 2100, under current emission trends’.\(^\text{61}\) Aside from the effects on migration and political tension, even if abated, climate change will affect productivity, work organisation and the nature of technology.\(^\text{62}\)

The rest of this book

The rest of this book explores these issues in more depth, giving at least as much attention to the reality of work now as to the future of work. The next chapter (Chapter 2) examines globalisation, financialisation, neo-liberalism and power. What is globalisation? Has it peaked? Is it still happening? How does it affect work—what are the contingencies involved and how do they relate to work? How do we distinguish between it, financialisation and neo-liberalism? The chapter also discusses the key theories of power and how they relate to work, and asks: what are the trends and prospects in power and inequality at work?

The third chapter looks at past and current visions of the future and what they have said about work. The chapter, in part, examines how accurate or otherwise earlier popular predictions of the future have proved to be. What happened to all those predictions of increased leisure and short working weeks? Have trends on working hours and work intensification


continued? What explains recent developments in these areas? What is the future of, and what are the influences on, work–life balance? And what does this tell us about how the choices that affect the future of work will be made? Many visions of the future have been seen in books, movies and songs. A TV series, *The Worst Jobs in History*, told us of some of the work people did in earlier centuries, John Steinbeck’s *The Grapes of Wrath* told us about working life in the Great Depression, but how has literature treated work in the future? One classic futuristic scenario is that in George Orwell’s *Nineteen Eighty-Four*. As a dystopian vision, Margaret Atwood’s *The Handmaid’s Tale* had some similarities to Orwell’s book: showing how power was maintained through ideology and violence, but it also emphasised the use of rewards and divisions among the subordinated in maintaining power, and placed a greater emphasis on gender and its interactions with class. Dave Eggers’s *The Circle* depicts the dystopian reality within a seemingly utopian workplace. Those last three are the focus of much of that chapter.

Chapter 4 considers trends in employment and how they will be affected by two of the ‘mega-drivers of change’ mentioned earlier—technological change through digitalisation, and demographic change—though with most emphasis on the former rather than the latter. On the supply side, it looks at things like the ageing and so-called ‘feminisation’ of the workforce. On the demand side, it looks at the sorts of jobs that will be created and destroyed by digital change. It will look at the veracity of competing claims about the future numbers of jobs. Will over 40 per cent of present jobs not exist, as estimated in a study by Oxford University? Will robots eat your job? Is the job you’re aiming for going to be obsolete? Or will the scenario be more like the 8 per cent of jobs estimated by the OECD as being lost to technological change? What sorts of skills, if any, will be demanded? What will be the areas of growth and decline in the industries and occupations of employment?

Chapter 5 examines trends in management and effects on employees. It asks: What models of management strategy exist? What types of management strategy are growing or declining into the future? What illusions affect managers and how can managers respond? The chapter

---

will then turn to issues of control, previously raised in Chapter 3 and the discussion of Orwell. How is technology used to tighten or loosen control—in areas such as logistics, warehousing, retail and call centres? Hugh Willmott discussed modern corporate cultural control and monoculturism, treating Orwell’s *Nineteen Eighty-Four* as analogous to management in the 1990s. The 1960s psychology experiments by Milgram and Zimbardo showed the dangers of monoculturism, and Joel Bakan’s *The Corporation* applied this to modern organisations. How have views on corporate culture and culturism changed, and where are they heading? What is the role of dissent in organisations? Are the mistakes of the past being repeated now and will they be in the future?

Chapter 6 looks at how these intersect—that is, it looks at trends in work, taking account of changing management structures and strategies. It considers the forms of flexibility that are sought by employers, their origins and their effects on employees—for example, through their impact on security and insecurity. It looks at ‘precaritisation’ of work through the push for flexibility. It asks what aspects of digital change are affecting, and likely to affect, work and workplace relations? Are digital platforms fundamentally changing or destroying the employment relationship? Are we moving to a world of freelancers or the ‘gig economy’ (‘Uberisation’)? The chapter analyses these questions through the lens of ‘not there’ employment (the attempts by core capital to centralise profits and minimise costs and accountability, through such devices as contracting out, franchising and the use of digital platforms) and the seemingly surprising persistence of the employment relationship. It therefore examines the reasons, in the logic of capitalism, for employment’s resilience.

The seventh chapter investigates employee responses and actions in the face of these strategies and changes. Management often seeks to reduce employee resistance and harness the inputs of employees by expanding employee voice, and there may be broader social objectives for enhancing voice. So, what are the differences between formal and informal forms of employee voice, between direct and indirect forms, and between management-constrained (conditional) and employee-controlled (independent) forms—and why do these matter? What are
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65  Willmott, ‘Strength Is Ignorance’; Orwell, *Nineteen Eighty-Four*.
the patterns and trends in different forms of employee voice? How are ideas about collectivism changing? What does this mean for the future of collectivism? What have unions done in response to their own decline? How does the ‘gig’ economy affect cooperative and collective action and trade union futures?

The eighth chapter examines the reality and future of women and segmentation at work. It will interrogate the situation of women in employment and whether and how it has altered. What is the segmentation of work into male and female jobs? What causes it? Has it broken down or solidified? What are so-called ‘male’ and ‘female’ jobs? What are the links to science, technology, engineering and mathematics (STEM) work (especially in information and communications technology)? How does gender relate to harassment, career exits and apparent labour shortages? What explains patterns and trends in gender gaps? Why is there an increasing emphasis on emotional labour, and how do patterns and trends in emotional labour relate to gender? What is the concept of ‘intersectionality’ and how does it relate to gender, ethnicity, age and other forms of disadvantage? What are the futures of gender gaps and of women at work?

Chapter 9 looks at ethics, sustainability and work. It will ask about the meanings of ethics and sustainability, their relationships to each other and the role of externalities in those concepts. It considers that final ‘mega-drivers of change’ in the world of work: climate change. What are the future effects of climate change on work and productivity? What are the barriers to sustainability? What is a ‘just transition’? What are the future demands for sustainability and responses to climate change? How are they affecting, and will they affect, employees?

Chapter 10 discusses regulatory responses to changes in the world of work, particularly those arising from the shift towards ‘not there’ employment discussed in Chapter 6. Three angles on this are discussed. The first is the regulation of ‘not there’ employment. The second is the problem of noncompliance (sometimes referred to as ‘wages theft’), the factors that promote it and the changing methods used in enforcement of labour standards. The third is the maintenance of labour standards in global value chains or global production networks. The chapter looks at the purpose of regulation, the different forms of regulation by the state, innovation in regulation, and the potential and limitations on those innovations, drawing
on, for example, the response to the Rana Plaza collapse in Bangladesh. How can and will organisations respond to increasing pressures for codes of conduct and corporate social responsibility?

The final chapter talks about what this all means for society as a whole: What are the options available to us, and the choices that will be made, at the social level that will affect and be affected by the workplace? Will the future be one of neo-democracy, neo-liberalism or neo-totalitarianism? What choices will determine which of those it becomes? What policy decisions are necessary in an agenda for a liveable future?

Through this book, we identify the policy implications of the patterns and trends that are discussed. This chapter began with a ‘sliding doors’ moment that showed the stark differences in outcomes that may arise from critical decisions still to be taken. We will also consider what those decisions are, and what directions need to be taken. There are choices that need to be made about the directions of economic policy; and there are choices to be made about the rights of people at work.
In the mid-1980s, I spent time as a ministerial adviser in Old Parliament House in Canberra, the capital of Australia. One day, the Expenditure Review Committee (ERC) of Cabinet (it determined the Budget) broke for lunch, and my boss, a member of that committee, asked me to walk with him through the Parliamentary Rose Garden. A few weeks earlier, the government had announced some seemingly esoteric and somewhat symbolic changes to the treatment of international capital flows. These would have closed off some exemptions to interest-withholding tax (a tax payable on behalf of overseas lenders to Australian firms or residents, based on the interest paid on the loan); these were relevant to the then debate about takeover activity but somewhat symbolic in that Treasury saw them as the least bad way of dealing with the issue. After the announcement, the Australian dollar had slid on global financial markets, not just for a day but for several weeks—from US$67.8 on 1 July to US$57.3 when the ERC broke for lunch on 28 July.

It was not the first time the Australian dollar had dropped over the preceding year—falling commodity prices had already taken their toll. However, some ministers now feared potential intervention by the International Monetary Fund. There was clearly a sense of panic and it
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came through in that walk. ERC ministers had seen what the ‘Reuters screen jockeys’ (as the Treasurer called them) had done to the dollar in the morning, and felt powerless. The meeting resumed. At 3 pm that day, the Treasurer announced not only the reversal of the earlier withholding tax decision, but also a series of other measures aimed at liberalising investment flows.4

The announcement was universally applauded by press and financial commentators.5 The dollar recovered. The deterioration in the exchange rate had owed more to inexperience with the floating exchange rate regime than to market fundamentals,6 but there were to be no more attempts at tightening rules on investment flows. Instead, the government buckled down to the task of reducing the Budget deficit beyond market ‘expectations’, and any residual ideas of an expansionary fiscal policy were, for two decades, erased. This not only set the scene for economic policy and the erasure of barriers to neo-liberalism, it also set the scene for workplace policy over the next decade. Perhaps more than any other, this was the day improvements in the ‘social wage’—government spending on health, education, housing and welfare that directly boosted workers’ living standards—fell off the government priority list. Under the Accord with trade unions, the social wage had been near the top of that priority list,7 but no more. Through the remainder of the 1980s savings were made to social wage programs, product markets were deregulated, ‘competition policy’ reforms were introduced, and public assets were privatised.8 It all said a lot about financialisation, globalisation and power.

To explain developments in work and workplaces, and indeed in economies, since the 1980s, reference is often made to these concepts. The relationships between globalisation, financialisation and neo-liberalism are so strong that sometimes the concepts get conflated. Sometimes one gets the blame for what is rightly the responsibility of another. Sometimes the concepts end up as buzzwords or just thrown around as objects of

abuse. So in this chapter we look at what these concepts each mean, and what they explain. But before we do that, we look at power—what power is, how we observe it, and how it relates to these three concepts. We do this because, in the end, these three concepts are critical in shaping the power of workers and employers in the world of work.

**Power**

‘Power tends to corrupt, and absolute power corrupts absolutely.’ So said Lord Acton. Acton was not just making stuff up. Experiments have shown that, compared with the powerless, the powerful condemn other people’s cheating more, but also cheat more themselves; and that the powerful are more strict in judging other people’s moral transgressions than in judging their own transgressions. Even illusions of power make a difference: other experiments showed that environments that increase the space people command (such as larger desks) can inadvertently lead people to feel more powerful, and these feelings of power can cause dishonest behaviour such as stealing money, cheating on a test or committing traffic violations.

However, power is not important simply because it induces bad behaviour. Power is an important object of study in understanding work. Power shapes who has resources and who goes without. Workers want more of it, management wants to keep what it has to and expand it. Power is an important part of what happens in the workplace.

**How power is exercised: The faces of power**

Power has been written about in several ways. Some authors have focused on the origins of power, and talk about ‘power resources’. Some have looked at the way power is exercised as a way of identifying who has power. Thus, discussions about ‘reputations’ concerning power were succeeded by discussion about the ‘faces’ of power and what they tell us.

---

9 Technically, he was John Emerich Edward Dalberg Acton, first Baron Acton (1834–1902).
about who has power. Others have written about the effects of power. We refer to that in the latter half of this chapter, but before that we focus on the sources and manifestations of power.

The first face of power and decisions

Over half a century ago, Robert Dahl wrote *Who Governs?*, based upon a study of New Haven in Connecticut, USA. He was inspired to conduct this research in response to two earlier books: C. Wright Mills’s study of the power of people in key positions in the USA and a study by another ‘elitist’ theorist, Floyd Hunter, about reputations of power within a local community. Dahl argued that one could not measure power on the basis of whether somebody was in a particular position, or had a reputation for power. Instead, the only way power was measurable was if the researcher examined actual decisions, to see whether the preferences of the ruling elite were expressed in the outcome of decisions. To test the theory, Dahl had constructed an important definition of power:

A has power over B to the extent that he can get B to do something that B would not otherwise do.\(^{14}\)

A and B could be individuals, groups or organisations. It owed much to Max Weber’s original definition, which, by one translation, was ‘the possibility of imposing one’s will upon the behaviour of another person’.\(^{16}\)

Dahl’s was a simple, theoretically coherent approach that satisfied ‘Occam’s razor’, but it had substantial limitations. For example, looking at workplace relations, assessing a simple thing like who ‘won’ a strike is actually quite hard, especially in Australia as strikes have been used to ‘signal’ power. This occurred through ‘unconditional’ strikes whose duration was predetermined at the commencement of action (and hence
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15 ‘The use of ‘he’ in this and subsequent quotes reflects the gender ideologies of the time.
17 Occam’s razor holds that, other things being equal, the simplest explanation to something should be preferred (as it is most easily tested).Attributed to the fourteenth-century English Franciscan friar William of Ockham.
it was never expected that the employer would immediately capitulate before the end of the strike). The Bureau of Census and Statistics in Australia once attempted to identify the result of each strike in terms of whether the employer or workers won (its data suggested that the employer won the great majority of disputes) but it abandoned this in 1951, the findings not aligning with common perceptions of the outcomes of conflict or union power. Ambit claims have historically played such a significant role in industrial relations in Australia that it is important to be able to look into the motivations of the parties, not just what is laid on the table. And any analysis of power cannot just look at a small part or snapshot of the decision-making process.

The second face of power and nondecisions

Dahl’s definition of power was rigorous but inadequate. As Bachrach and Baratz noted, Dahl had uncovered one face of power, but a second face of power was exercised when:

A devotes his energies to creating or reinforcing social and political values and institutional practices that limit the scope of … consideration of only those issues which are comparatively innocuous to A.  

The first face of power is observed decision-making. The second face of power, nondecision-making, is sometimes referred to as ‘controlling the agenda’. Nondecision-making is not about deciding not to act, or deciding not to decide. Procrastination is not nondecision-making. Nondecision-making is a process of creating a ‘nondecision’—that is, of suppressing or thwarting a challenge to the values or interest of the decision maker that would arise if a particular matter came onto the agenda for decision-making. It may do this through ‘suffocating’ demands

for change before they are voiced, or preventing them from gaining access to the decision-making arena, or maiming or destroying them in the implementation phase.\textsuperscript{22} Bachrach and Baratz identified several forms of nondecision-making, including using a norm, precedent, rule or procedure to squelch a threatening demand; using sanctions, force or violence to prevent demands from entering the political process (such as threats against activists); ‘co-opting’ critics (such as promoting activists up the ranks); or reinforcing or establishing additional procedures or barriers (‘mobilising bias’).\textsuperscript{23}

The third face of power, unrecognised interests and hegemony

A few years later, Stephen Lukes sought to specify a third face of power.\textsuperscript{24} He provided a much broader definition:

\begin{quote}
A exercises power over B when A affects B in a manner contrary to B’s interests.\textsuperscript{25}
\end{quote}

It followed that a third face of power existed. That involved the shaping of people’s preferences so that neither overt nor covert conflicts exist; conflict is only latent. This placed a focus on analysing efforts to create particular attitudes or ideologies that maintain the position of those in power. Lukes asked:

\begin{quote}
Is it not the supreme and most insidious exercise of power to prevent people, to whatever degree, from having grievances by shaping their perceptions … and preferences in such a way that they accept their role in the existing order of things, either because they can see or imagine no alternative … or because they see it as natural … or … divinely ordained and beneficial. To assume that the absence of a grievance equals genuine consensus is simply to rule out the possibility of false or manipulated consensus by definitional fiat.\textsuperscript{26}
\end{quote}

\textsuperscript{22} Bachrach and Baratz, \textit{Power and Poverty}, 44.
\textsuperscript{23} Ibid.
\textsuperscript{24} Steven Lukes, \textit{Power: A Radical View} (London: Macmillan, 1974).
\textsuperscript{25} Ibid., 27.
\textsuperscript{26} Ibid., 28.
This radical approach was closely related to the concepts of ‘false consciousness’ elucidated by Marx and of ‘hegemony’ discussed in more detail by Gramsci and, later, by Connell.27 Lukes criticised the term ‘false consciousness’ as it ‘sounds patronizing’ but, really, it is talking about much the same thing as Lukes. Lukes conceded it was useful to refer to ‘the power to mislead’, and that Marx and his successors highlighted the third dimension of power by pointing to ‘the capacity to secure compliance to domination through the shaping of beliefs and desires, by imposing internal constraints under historically changing circumstances’.28 Gramsci used ‘hegemony’ to encompass influence, leadership and consent, as opposed to violent domination.29 The state, to him, is force plus hegemony (which covers most of the ground of the three faces of power discussed here).

The problem with Lukes’s approach was the difficulty in identifying the real interests as opposed to the expressed preferences of people.30 In a second, much-expanded edition of his book, Lukes modified some of his positions, arguing, for example, that his initial analysis focused on the exercise of power, whereas power was a dispositional characteristic identifying an ability or capacity, which may or may not be exercised, and that it also needed to consider multiple and conflicting interests people may have.31 He also commented that:

> Power’s third dimension is always focused on particular domains of experience and is never, except in fictional dystopias, more than partially effective. It would be simplistic to suppose that ‘willing’ and ‘unwilling’ compliance to domination are mutually exclusive: one can consent to power and resent the mode of its exercise.32

Another writer on power—and much else—was Michel Foucault, a key figure in the ‘postmodern’ paradigm. He spoke of how power was not something possessed or able to be willingly used by particular individuals or classes, but rather refers to complex patterns of domination and
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30 A discussion of how these three different faces of power can be applied to understanding individual contracting and collective bargaining is contained in David Peetz, Brave New Workplace: How Individual Contracts Are Changing Our Jobs (Sydney: Allen & Unwin, 2006), 75–80 (and also 87, 114).
31 Lukes, Power.
32 Ibid., 150.
subordination that exist whenever social relations exist. To him, power produced subjects, ‘normalising’ them and forming their character. Norms become the ‘soul’. The person who is the subject of power is ‘constituted’ through their subjection to power, power is ubiquitous and so everyone is in some way formed by the effects of power. It was not possible to be free of power, nor to judge between ways of life, and each society imposes its own ‘regime of truth’.33 For Lukes, Foucault posed no ‘analysis of the extent to which the various modern forms of power he identified actually succeed, or fail, in securing the compliance of those subject to it’.34 Others are less kind. The famous linguist Noam Chomsky hasn’t ‘a clue’ what Foucault and other postmodernists mean in their writings.35 Christina Cregan criticises postmodernists for producing a bourgeois ideology that is a ‘critique of neo-liberalism for the purpose of preserving it … [I]ts concern is for cultural forms with no reference to an underlying infrastructure’.36 In my view, there is some merit to these arguments but the potential relevance of postmodernism to genuinely understanding the realities and futures of work lies not in what it says about power, but in helping provide insights into aspects of language and discourse at work, for example through writers such as David Knights and Hugh Willmott,37 some of which are discussed in Chapter 3.

**Power, dependence and power resources**

Other writers have focused on the sources of power, and this affects how they define it. For example, Keenoy and Kelly (1998) define power as ‘the capacity to get someone or some people to do something they otherwise would not do’ (very close to Dahl’s definition) but they refer to ‘power resources’ that go beyond Dahl’s focus and emphasise power in social relations rather than merely in decisions.38 Their work should be seen in the context of resource dependency theory and power dependency

34  Lukes, *Power*, 98.
2. GLOBALISATION, FINANCIALISATION AND POWER

The core idea of this body of thought is that whoever controls resources has power over those who need access to those resources, such that (as explained by Nienhüser):

the greater the dependency of actor B upon actor A, the more power actor A has over B; and the dependence of an actor B upon actor A is (1) directly proportional to B’s amount of motivational investments in goals mediated by A and (2) inversely proportional to the availability of those goals to B outside the A–B relation.

Thus workers in strategic positions in an industry (e.g. those holding specialist technical skills or a central role in a production process) have more bargaining power if they strike than low-skilled workers, because the company is more dependent upon their resources. This idea has been applied in theorisation about power in industrial relations. You will often hear of particular workers possessing, or not possessing, ‘labour market power’. Those who possess it have skills or knowledge that an organisation may need. Sometimes it might be ‘external’ labour market power—their skills are in high demand from many employers but in short supply. Many have extensive ‘specific’ knowledge—‘corporate history’—that the employer they work for values and is dependent upon, even if other employers may not feel the same way. They possess ‘internal’ labour market power. Either way, whether they negotiate individually or bargain collectively, those with high labour market power will be in a better position to extract gains from their employer.

40 Nienhüser, ‘Resource Dependence Theory’; Emerson, ‘Power-Dependence Relations’, 32, as explained in Nienhüser, ‘Resource Dependence Theory’, 13. Careful readers of the original texts will have noted a bit of letter switching here: powerless A in the original has now become powerful A, and vice versa with B, the opposite of their use in the original source. This is to maintain continuity with previous definitions in this chapter. My apologies to Professor Nienhüser for swapping the letters.
The concept of power resource dependency is most closely related to the first and second faces of power discussed earlier: A can make decisions disliked by B, or prevent matters B wants from being determined, by using resources that B is dependent upon. The application to the third face of power is less obvious but still valid: if B is dependent on A (or on those who act in A’s interests) for the resources that provide information, education or beliefs, then A clearly has power over B.

For Keenoy and Kelly, power resources are ‘any means through which one actor can influence the attitude and behaviour of another’. These include state power resources (having influence or control over or through government, the judiciary or other state agencies); economic power resources (ownership of capital, land, skills in short supply, etc.); associational power resources (the ability to combine and exercise collective power—so collective bargaining is an attempt to turn low resource dependency by the other side into high resource dependency); and ideological power resources (the ability to successfully promote a set of ideas or values, to shape policy, strategy and social practice).\(^42\)

The last of these is closely linked to Lukes’s third dimension of power and Gramsci’s ‘hegemony’; in effect, it identifies the resources used to exercise hegemony.

So, while the ‘faces of power’ approach looks at how power is exercised, the ‘resources’ approach looks at what it is that gives power to A or B in the first place. There are advantages from using both approaches, as one can tell you things that the other might not. For example, if an employer or union wins a dispute over an enterprise agreement, you know that is the first face of power but you still want to know which resources both sides used to produce that outcome. Another example: if a worker suddenly abandons a claim for restitution of some type, it might not be surprising in light of the employer’s larger resources, but looking at Bachrach and Baratz’s theorising on the second face of power may shine more light on: What happened? (Was the worker co-opted? Were they threatened? Were the rules changed? and so on.) Our interest in the rest of this chapter, however, is broader, as it concerns the big forces at work that have shaped, or at least allegedly shaped, power at work and its future.

---

\(^{42}\) Keenoy and Kelly, *Employment Relationship*. 
The meanings of globalisation, neo-liberalism and financialisation

We now turn to the other key concepts of interest, beginning with three basic definitions.

Globalisation is the process by which an increasing proportion of economic activity has been occurring between or across nation-states, rather than within them. It is the trend towards increasing integration of trade and investment flows between nations. So, economic activity is often thought of in terms of trade in goods or services, but it is also conceived in terms of capital flows (i.e. flows of money between countries). It may also be thought of in terms of human flows—increased international passenger transport, for work or tourism purposes, or temporary or permanent migration, often for work purposes—but inevitably the flow of capital is much freer than that of labour.

Neo-liberalism is a term used, often pejoratively, to describe a set of public policy settings that prioritise participants in private markets over individual workers or citizens. The most common manifestations of it are policies for privatisation of public services or assets, deregulation of product or labour markets, and the running of public sector agencies along ‘corporate’ lines that promote financially expressed objectives or ‘competition’. While it is normally seen as promoting free market solutions to economic problems in any circumstance, this interpretation is contested and we return to it shortly.43

Financialisation is the process by which increasing command over economic activity is taken by the financial sector—banks, insurance companies, hedge funds and other financial institutions. The preferences and decisions of these organisations play an increasingly important role in shaping the behaviour of the other economic actors in society.

Neo-liberalism is thus a policy process, while globalisation and financialisation are economic processes. Globalisation and financialisation, are both often seen as resulting from the policy decisions of neo-liberalism.

43 Because of its pejorative implications, writers like Quiggin had avoided the term ‘neo-liberalism’, instead preferring ‘market liberalism’. But I (somewhat reluctantly) use ‘neo-liberalism’ because, as discussed later, it goes beyond ‘market liberalism’ into policies that are not necessarily ‘market liberal’. So ‘market liberalism’ is a subset of ‘neo-liberalism’. 
Alternatively, and perhaps more often, neo-liberal policies are portrayed as being driven by the economic imperatives of globalisation (‘If we don’t do X, then globalised markets will force us to’) along TINA-esque lines (‘There Is No Alternative’, being a line made popular by Margaret Thatcher of the UK in the 1980s). However, the reality is a bit more complex than either of these depictions.

Globalisation and contingency

Globalisation has been the buzzword since the 1970s or 1980s. It has been used to provide justification for many policy moves, mostly aimed at liberalising markets in one way or another, or in providing more favourable terms for foreign investment. It has also been highly controversial—partly because of those policy justifications I mentioned, and partly because some people have questioned it as a concept.

For example, some note (persuasively) that globalisation has been going on since the major European powers established empires across the globe and shipped massive amounts of primary commodities from the colonies to the home country (and secondary manufactures in the other direction). The Hanseatic League of the sixteenth century can be seen as an early example of cross-border governance of trade. It is only technological developments, greatly increasing the velocity and hence potential volume of financial transactions since the 1980s, that have enabled globalisation to ‘step up a gear’. Some argue that globalisation has passed its peak, and the trend to ever-greater global integration has slowed down. For example, renowned Canadian philosopher John Ralston Saul authored a book as long ago as 2005 called *The Collapse of Globalism*. Since then, others have seen the global financial crisis, the ‘Brexit’ vote or the election of Donald Trump as signifying a reversal of the trend to globalisation.

---

Some people see the effects of globalisation as overwhelmingly good. Some see them as overwhelmingly bad. Some (like Tony Blair) see globalisation as ‘a force of nature’ and ‘a fact’. The key point is: the effects are contradictory and contingent. Take, first, a pathway through the impact of globalisation on industrialisation. For many Third World countries, particularly in Asia, globalisation has enabled them to expand manufactured exports and thereby build up a manufacturing base. That is, globalisation has promoted industrialisation. Industrialisation has, in turn, promoted economic development and, as a result, growth in real wages, reductions in poverty and greater job security.

Then, look at another pathway, through the impact of globalisation on competition. Globalisation leads to greater competition between international and domestic firms. Increased competition in turn puts pressure on firms to reduce wages and reduce the stability of jobs and thereby makes poverty alleviation harder. This is an opposite tendency to the one that I mentioned in the preceding paragraph. Regarding the impact on wages, job security and poverty, then, globalisation has contradictory effects.

But wait, there’s more. Higher wages from that first pathway (through industrialisation) may lead firms to seek ways of offsetting their higher labour costs by getting more flexibility in how they deploy their labour. At the same time, increased competition (the second pathway) leads to considerable pressure for firms to find greater flexibility in how they deploy their labour. And so, on that point, both pathways are leading to the same outcome: a greater search for flexibility. And then the push for higher flexibility will lead firms to find ways of reducing wage costs and job security. So that reinforces the effects via competition, but moderates the effects via industrialisation, on those things.

Whether the net effect is that globalisation improves or worsens real wages, poverty and job security is an empirical question. But it is not one that is decided in isolation. This is because its effects are contingent on what


parties do. For example, how much globalisation leads to industrialisation in any particular country will depend on the policies taken by the state in that country to encourage that outcome. How much industrialisation in turn leads to higher wages also depends on the policies of the state—if policies prohibit or inhibit active trade unionism, then higher real wages are much less likely to flow from globalisation, or at least they will flow more weakly.

Similarly, the actions of unions themselves influence how much industrialisation leads to higher wages (compliant or weakly organised unions would be less successful in obtaining wage increases for members than widely organised, activist unions). The state, even a totalitarian one, cannot ignore unions: the maintenance of hegemony requires that it makes ‘certain compromises with them in order to gain their consent for its leadership in society as a whole’, though these compromises, as Gramsci points out, ‘cannot touch the essential’.

How much increased competition leads to pressure for more flexibility, and for lower wages, will also depend on the actions of governments and unions. It will also depend on the historically shaped ‘culture’ of a country, as ‘culture’ influences laws and corporate behaviour: in East Asian countries such as Korea and Malaysia, workers were less easily laid off during the Asian financial crisis, or given greater redundancy pay when they were laid off, than workers in many industrialised countries. Indeed, at just about every step along the pathway, the link between globalisation and a particular outcome is contingent upon some third factor or factors.

So, globalisation has contradictory pressures on wages, unionism and poverty. It creates competitive pressures on employers for increased flexibility, but whether and how this is translated into practice is contingent on local factors, including the state, labour and cultural factors. ‘Culture’ limits globalisation’s push for flexibility (e.g. in much of Asia, notions of hierarchy, paternalism and security promote resistance to increased flexibility). The effects of globalisation on employment relations are contingent, and the net effect depends on the interplay of a number of forces. Worker organisation influences resistance, as well as state and

---

52 Sassoon, Approaches to Gramsci, 13.
53 Gramsci, Selections from the Prison Notebooks, 161.
Globalisation also has complex impacts on income distribution and inequality. Increased trade does not always lead to wider inequality, for example. Economic growth in Taiwan, Japan and Korea during the 1960s and 1970s was associated with reduced inequality, as it improved prospects for low-income individuals. More recently, however, the trend within most countries (especially the USA, but also many others) has been for widening inequality. At the same time, though, inequality between nations has, overall, reduced, mainly because of higher growth in low-income countries such as China and India than in the high-income countries of the OECD (though poor growth in Africa weakens the average performance of low-income countries). Hence the net pattern of changing inequality over the past two decades has been complicated.

Some of the best work on this has been done by Branko Milanovic, whose famous ‘elephant chart’ (so named because mapping income growth by income percentile resembled the shape of an elephant lifting its trunk) using over 500 income surveys showed that, since the 1980s, income growth has been highest for the middle and upper classes of Asia, especially China, and for the very highest income groups in Western countries, especially the USA; these groups occupy the middle and the top of the global income distribution. Income growth is weakest for denizens of many African countries, who occupy the bottom end of the global income distribution, and for the Western working classes, again especially in the USA, who occupy around the 70th or 80th percentiles of the global income distribution. Thus trends in global income inequality

---

are more complex and less adverse than trends in income inequality within individual nations, and this again reflects the complex and contingent nature of the effects of globalisation. It appears that the effects of globalisation on inequality are often ‘overstated’, as ‘globalisation is simply the international manifestation of the swing towards neo-liberal policies of market-oriented reform that has taken place throughout the world since 1970. Increased inequality is the result of the neo-liberal reform program as a whole’.  

That said, survey data have limitations, not the least being the way in which very high incomes are reported in ‘grouped’ data, leading to a potential underestimation of incomes at the top. The work of Thomas Piketty, whose book *Capital in the Twenty-first Century* reignited debate about inequality of both income and wealth, relied more on administrative data (mostly from tax returns), which did not suffer the ‘grouped’ data problem. Analysis of administrative data across a large number of nations by several of his colleagues in the *World Inequality Report 2018* showed a different picture of trends in global inequality since 1980: still a greater rise for those in the middle—workers in ‘emerging’ countries—than for those in the 70th or 80th percentiles—working class people in advanced countries—but with all of these eclipsed by spectacular rises for the highest 0.01 per cent and especially the top 0.001 per cent. The top 1 per cent captured 27 per cent of income growth over the period, while the bottom 50 per cent captured just 12 per cent. The resultant chart mapping income growth by income percentile was described by one person as more closely resembling the shape of the Loch Ness monster than an elephant.  

It is possible that this method also understates inequality, if the wealthy are able to lie to tax authorities by a greater amount than the less wealthy. Likewise, wealth inequality is understated by the use of tax ‘shelters’. So if the opportunities for doing so have increased, then the

---
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62 This increased usage of shelters appears to have happened in several countries. Alvaredo et al., *World Inequality Report 2018*. 
rise in inequality is understated. Changing inequality, then, has a complex pattern, with redistribution within the global working and middle classes but the starkest element being strong redistribution towards a very small, wealthy elite. Even if globalisation has been responsible for the redistribution within the global working and middle classes, the redistribution towards a very small, wealthy elite appears to reflect much more the effects of financialisation (and perhaps, as discussed below, neoliberal policy).

Complexity is also seen in the writing, in 1986, of prominent industrial sociologist Steve Frenkel, who made five key points about workplace relations. First, he said, contemporary workplace relations are reproduced and changed in the context of a set of constraining factors that only rarely permit these relations to be newly created from scratch. Second, three principal factors tend to shape dominant patterns of workplace relations: large enterprises, the labour movement and the state. Third, the basic pattern of workplace relations is mostly inscribed at critical historical junctures. Fourth, arising from such crises and consequential action by major collectives, there is a process of institutional change in the regulation of industrial conflict—the new accommodation structures are an important influence on the character of workplace relations. Fifth, across countries, there will be differences in the way the major collectives institutionalise conflict and workplace relations, but there are common threads in the experience arising from the rise of the large corporation, state intervention, and the tendency towards greater integration in the world economy. Those factors that shape workplace relations shape the reality and future of work.

The importance of large, rather than small, enterprises, as highlighted by Frenkel, is one reason why this book spends more time discussing developments and futures in large rather than small enterprises. The former are much more important in influencing policy-makers, and their own demands often affect the practices of smaller enterprises. The behaviour of a few owners or managers of large corporations could have reverberations throughout the economy; the behaviour of a few owners or managers of small businesses will likely disappear without trace in national economic affairs.

---

The growing unpopularity of globalisation has even been recognised by the OECD. Globalisation is seen as increasing the power of capital and reducing the power of labour, but this is not always true. Sometimes the rhetoric of globalisation, and the TINA idea, shift power in that direction. But the real effects of globalisation are complex and vary between groups. It may, for example, reduce the power of the working class in the developed West, but increase it for the working class in developing countries, by virtue of changes in trade and employment patterns.

If somebody says ‘X happened at the workplace because of globalisation’, that is usually just part of the story—because globalisation has complex, contradictory and contingent effects on workplace relations. The state, unions, large employers and their agents all shape how globalisation affects workplace relations, work and inequality.

**Neo-liberalism**

At the core of economic policy in many countries since the 1980s has been neo-liberalism, which has also been described as ‘economic rationalism’, ‘economic fundamentalism’, ‘economic liberalism’ and ‘market liberalism’.

While neo-liberalism emerged as a dominant philosophy among elites in the late twentieth century, it is not a philosophy that ever attained widespread acceptance in the community at large. For example, opinion polls have typically shown the majority of Australian voters support...
import quotas and oppose privatisation. In the realm of industrial relations, sympathy towards unions has increased over the past three decades (despite major falls in union membership) and voters consistently opposed the ‘WorkChoices’ reforms of Australia’s Howard government.

Neo-liberal policies often involve replacing state regulation with markets, and these can be described as ‘market neo-liberalism’. But this is not always the case. Sometimes state intervention merely changes or even increases. An example is the Australian WorkChoices legislation of 2006. It increased restrictions and penalties on unions undertaking industrial action, imposed major limitations on union officials’ right to enter workplaces, took away many remaining powers of the independent tribunals, sought to make state jurisdictions redundant, abolished protection against unfair dismissal for the majority of workers, and enabled individual contracts to undercut most minimum provisions in awards without compensation. While on the one hand espousing the rhetoric of enabling employers and employees to determine enterprise-level outcomes for themselves absent of third-party intervention, its 1,388 pages of legislation, 414 pages of regulations, and 890 pages of explanatory memoranda—2,692 pages in total—sought to intervene in microlevel relations in a partisan fashion to an unprecedented degree. If an agreement contained provisions that the federal minister found objectionable—for example, provisions for unfair dismissal protections or union training—the parties were liable to heavy fines.

One corporate lobbyist likened it to the ‘old Soviet system of command and control, where every economic decision has to go back to some central authority and get ticked off’. Hence this variant can be described as ‘Stalinist neo-liberalism’, in stark contrast to ‘market neo-liberalism’. There are many variants in between. The common theme is not laissez-faire markets, but the rewriting of rules (market or otherwise) in favour of

capital. So it is that even think-tanks that describe themselves as advocates of free market policies end up supporting interventionist policies that favour capital or conservative political parties.71

The class-based nature of neo-liberalism was most effectively articulated by geographer David Harvey, who described ‘accumulation by dispossession’—a series of ways (other than through the exploitation of labour) in which value was taken from ordinary people under neo-liberalism and given to the wealthy owners of capital.72 These included privatisation of public assets; laws that facilitated mergers and acquisitions, Ponzi schemes, foreclosures and other financial rorts; the creation and manipulation of crises to impose emergency ‘structural adjustment programs’ of the International Monetary Fund or the like (what Naomi Klein calls ‘disaster capitalism’ or ‘shock therapy’);73 and redistribution through taxes and public expenditures. Harvey drew similarities between ‘accumulation by dispossession’ and what Marx had referred to as ‘the so-called primitive accumulation’ by which peasants had been dispossessed of their land and property prior to the full emergence of capitalism.74

Another meaning that is given to ‘neo-liberalism’ is more about ideas than policies—what Bloom and Rhodes call ‘the extension of market-based values to all dimensions of human endeavour’.75 Thus neo-liberalism promotes ‘managerialism’, meaning that ‘the management of market-based organisations is the preferred way to manage all other types of organisations’.76 As a belief system, according to these authors, neo-liberalism has two major tenets: market efficiency and individualism.77

---

71 For example, in Australia the Institute of Public Affairs, the most prominent neo-liberal think-tank, has supported government intervention on industry superannuation fund boards to make them less competitive with bank-owned funds, warned that ‘Gay Marriage Could Reduce Freedom’, supported a subsidised ‘special economic zone’ in part of Australia, pushed for culturally conservative policies on issues such as ‘race’ and crime, supported Brexit, lamented ‘If Only Trump Were Australian’ and that the government ‘Must Learn From Breitbart’, though most extensively it has advocated climate change denial, including by promoting brown coal and nuclear energy, opposing carbon trading schemes and criticising private banks for not lending to possible new coal mines. See various entries at www.ipa.org.au. Further information on think-tanks in various countries is in A. Salas-Porras and G. Murray, eds, Think Tanks and Global Politics: Key Spaces in the Structure of Power (Singapore: Palgrave Macmillan, 2017).
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On the surface, this meaning seems quite at odds to the policy regime described above, which can also encompass some non-market, authoritarian policy tendencies in the interests of capital. But shortly after, Bloom and Rhodes expand the meaning to encompass ‘corporate values associated with authoritarianism, self-determinism and rationality’.78

Perhaps, though, this is not an expansion of meaning. Deferring to the logic of markets essentially involves deferring to the logic of power. Neo-classical economics (the theoretical foundation for neo-liberal policy ideas) has no way of accounting for power in market transactions: it allows for the potential that ‘rents’ (surpluses) might be extracted through monopoly positions, and uses this to justify the need for government monopoly services to be privatised, but has no formal role for power in private markets. So the outcomes of all market transactions become the neutral outcomes of the laws of supply and demand, which, while very important, do not tell the whole story of markets, and do not tell the role of power in explaining why, for example, workers in some industries might be victims of ‘wage theft’, and of why CEOs end up overpaid, according to a consensus across many countries.79 There is, after all, nothing especially democratic about markets: while democracy is based (in theory at least) on ‘one vote one value’, in markets power increases proportionately with financial resources, and, in at least one telling, ‘politics and democracy are simply a hindrance on the way to efficiency and competitive advantages’.80

What Bloom and Rhodes are talking about, then, is the ideology that supports the policy practices described here. The main reason for using the term in this book to describe a set of policies is simply that it is not an ideology that commands, or has ever commanded, majority support among citizens. While some aspects of it have had widespread support, others, as mentioned, have not, even while as a belief system it has been widely adopted by senior policy cadres in many governments81—though even then it battles against political realities. It is because neo-liberalism is more often manifest in policy behaviour than as popular ideology—and its role in policy behaviour is what has shaped the realities of work—that the former meaning is given to it here.

78 Ibid., 39.
81 Pusey, Economic Rationalism.
Public policy in most countries, including but not only most developed countries, has been heavily influenced by neo-liberal ideas since the 1980s. However, the take-up of neo-liberal ideas has varied between countries. Even before the 1980s, there were major differences in the broad policy approaches that countries took, ranging from the very market-dominated USA to the interventionist states in Scandinavian countries. One way of characterising the differences in approaches has been the ‘varieties of capitalism’ literature. The key writers on this topic, Hall and Soskice, originally suggested two key varieties: countries with a higher commitment to equality (‘coordinated market economies’, such as Germany, Sweden and Japan, with a stronger welfare net, higher protections for workers and a more unionised labour force) and countries with a higher commitment to the market—‘liberal market economies’, such as the USA and UK, with relatively low protections for workers and a low welfare safety net. Others have argued there is more of a continuum, with many nuances.

The precise origins of neo-liberalism are debated, but the US Reagan government and the UK Thatcher government, which dominated the 1980s in their countries, are seen as driving forces. As important as real-world actions were, credit must also be given to developments in the economics profession itself, with Keynesian economics falling out of favour and monetarist economics, spearheaded by Milton Friedman, coming to dominate economics thinking and teaching at universities. In that sense, it may be better to date the origins of neo-liberalism to the collapse of the Bretton-Woods international currency agreement in 1971 or the OPEC oil price rise of 1973 and the subsequent widespread phenomenon of ‘stagflation’ (simultaneous high unemployment and inflation), as these undermined the credibility of Keynesian economics. Although monetarism as a serious body of theory has long disappeared (something of that name is no longer commonly taught), for a long time free-market theorising dominated economic thinking, as its mathematical elegance (regardless of real-world applicability) made for ready publications and the comforting belief that economists were studying a hard ‘science’ with simple rules that meant it could be treated as a serious academic discipline. Dating its origins to the early 1970s also makes it
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easier to recognise that the violent coup in Chile, on 11 September 1973, was the beginning of the first nationally imposed neo-liberal regime. As a project in which, as Connell points out, global market relations aim to penetrate every sphere and become the dominant rationality of life, it also has major implications for the global South as a new development strategy, involving, as she also says, reshaping of class relations within the South and a reconstruction of global trade. Neo-liberalism only gained ascendency in the global North, however, with the Thatcher and Reagan governments of the 1980s.

Its solutions were found wanting, and it was totally discredited with the global financial crisis (the ‘great recession’) of the late 2000s, when financial markets, operating in the closest thing yet to a ‘perfect’ market with ‘perfect information’, entirely failed to predict the collapse of key financial products and indeed largely created the crisis themselves. As nothing rose to take the place of neo-liberalism, however, ideas discredited by the global financial crisis—such as the efficient markets hypothesis, the benefits of privatisation, and ‘trickle down’ notions—still underpin the thinking of many policy-makers. The ideas are, as John Quiggin argues, like zombies: ‘neither alive nor dead’.

To some extent, the rise of ‘behavioural economics’ (which seeks to integrate some of the lessons from psychology about irrational behaviour into economic modelling) has been a response, albeit only partial, to the gap between theory and reality. Yet, despite the fatal flaws, neo-liberal beliefs persist, zombie-like, in economic theorising and, more importantly, in public policy-making, evident especially in the strength of ‘austerity’ politics in Europe. This suggests that the endurance of neo-liberal ideas is not so much a result of their merit but of the groups in whose interests it is that these ideas persist.

This is not to deny that some market liberal policies have benefited labour by tackling the high transfer of income to parts of capital through former protectionist policies (e.g. reductions in tariffs on highly protected imports used by working-class consumers benefited them—this was a policy
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Financialisation

Financialisation has been described by Palley as ‘a process whereby financial markets, financial institutions and financial elites gain greater influence over economic policy and economic outcomes’ such that financialisation ‘transforms the functioning of economic systems at both the macro and micro levels’. Financialisation did not create globalisation, but it ensured that the globalisation would operate in a particular way, enhancing the mobility and mobilising power of capital but restraining that of labour, leading to a structural shift in income distribution away from wages towards profits and executive remuneration. As, globally, ‘patient capital’ was replaced by ‘agile capital’, the focus of share markets became increasingly short term and corporate managers increasingly focused on achieving short-term profit goals, growth through acquisitions
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The logic of financialisation was that ‘perpetual restructuring’ becomes the norm ‘as firms seek ways of cutting costs and managing assets to meet capital market requirements’.92

Financialisation may be thought of as being mainly seen in the rising share of the finance sector in the economy.93 However, it is often specifically about the rising share of finance capital income in the economy. It is often only financial capital, not workers in the finance sector, that has benefited from financialisation, and this has contributed to rising inequality.94 The labour time (as measured by relative employment) taken up by the finance sector has changed little.95 The widely recognised shift in income from labour to capital can be predominantly a shift in income to finance capital.

Greater emphasis on maximising short-term financial returns makes managers in industrial capital more focused on minimising costs, including by cutting labour costs such as wages and money spent on training or worker development. The more that opportunities were provided for profits by what Harvey called ‘accumulation through dispossession’—that is, the more money could be made by mergers and acquisitions, privatisation or numerous other such devices—then the more pressure would in turn be placed on corporate managers to go further and faster down this cost-cutting path in the race for competitive short-term returns.

Financialisation and power

Not only is financialisation important for understanding trends in inequality, it is also important in understanding trends in the forces that shape work. I will first illustrate how resource dependency is central to the reproduction of power, then canvass trends in the power of labour and capital.

95  Ibid.
Power resources and credibility

A good approach to looking at the ways in which power is produced and reproduced is to ask how it is that some (but not all) discredited institutions maintain power. The financial ratings agencies—which assess the creditworthiness (likelihood of default) of various financial products or organisations offering them—made huge and repeated errors in the lead-up to the global financial crisis, consistently overestimating the creditworthiness of numerous securities, such as collateralised debt obligations. If any part of finance capital was to lose its position of power after the financial crisis, it would be the ratings agencies. In effect, ratings agencies were paid by bond issuers to give them a good rating.96 One agency’s defence, when sued, was that their assertions (that they used ‘transparent and independent decision-making’ to produce ‘independent and objective analysis’) were ‘mere commercial puffery’.97 Yet no one in the ratings agencies went to gaol for their role in the global financial collapse and their ratings continue to be influential—even among those who should know better.

Objectively, one would expect such institutions to have lost their influence. After all, if a government agency makes a major blunder, or an organisation that is accountable to government does so, their loss of credibility may be followed by their being seriously restructured or even abolished. Yet here we have an example of institutions that have survived with little damage despite being discredited. The ratings agencies operate in a market context, so we cannot blame the lack of market exposure for the problem.

A feature of such resilient organisations is that they control resources that others are dependent on and that others cannot get through alternative means. As part of this, they are not dependent on coordinated others (unlike, say, government agencies who destroy their own credibility, but who are accountable to a coordinated entity—the government). The ratings agencies could be subverted and replaced if governments and investors were internationally coordinated, but the latter lack the will or capacity to do so. Absent international coordination, governments

(and investors) rely on the informational and reputational resources controlled by ratings agencies, as flawed as they may be. This power can also be likened to Bachrach and Baratz’s second face of power: the idea of replacing the ratings agencies is not on the agenda of any decision-making process, due to the reliance of decision makers on the resources possessed by those agencies and the lack of an institutional process (coordination) that could address it.

Power and workers

Two different trends can be seen in employees’ ability to have more say at work. Both are influenced by financialisation. The first is the decline in union membership over the past three decades. It has fallen from around 30 per cent of employees across the OECD in 1985 to 17 per cent in 2015, and fell in all but three OECD countries over that time.98 Unions were the workers’ ‘voice’ at work. At times they forced managers to take account of, even accede to, what workers wanted. Lower union membership and lower union power mean less worker say at work. Internationally, high rates of union membership had been linked to lower inequality, and better gender equity.99

The second trend affecting employees’ ability to have a say at work concerns how managers handle employees. It is about the appearance of power. Some managers are seen by employees as tightening their grip over them. Barcode measurement of warehouse task times, scan rates in supermarkets and timing of gaps between calls in a call centre are all illustrations of that. But some managers are seen as giving workers more say. It is hard to tell, but the latter group seems to outnumber the former. Quality circles,100 open-door policies, consultative committees and the like promote that perception. Sometimes it is for real. Sometimes employers do it in order to discourage workers from joining a union. Often, though, it is a mirage,

---

100 A quality circle is a group of employees (typically 6 to 12 from the same work area) that meets regularly to solve problems affecting its work area. Edward E. Lawler III and Susan A. Mohrman, ‘Quality Circles after the Fad’, Harvard Business Review, January 1985, hbr.org/1985/01/quality-circles-after-the-fad.
and only lasts until the next round of redundancies. Starbucks called its employees ‘partners’ until it sacked 685 of them. 101 Walmart calls its employees ‘associates’ unless they start using words like ‘grievance’ or ‘seniority’—that could make them ex-‘associates’. 102 We’ll see more about this in Chapters 4 and 7. One can try to stop employees thinking about their rights as employees by calling them ‘members’ or something else, but that does not make much difference when the pink slips 103 go around. And therein lies the problem with management-driven initiatives to give employees more say at work. What the boss giveth, the boss can take away.

The problem goes deeper than this, in fact. Within the workplace, there are major concerns about working hours, work intensity, work–life balance, pressures on women, ‘overemployment’ and underemployment, demands on employees for flexibility, insecurity, micromanagement of time and managerial efforts to control ‘culture’. Most would likely not be happening if power was shifting towards workers. Another sign of low worker power is the low rate of wages growth, along with the fall in the labour share of national income that is evident in around three-quarters of OECD countries for which data are available. 104 Whatever employers have voluntarily done about employee say, there is little doubt that the underlying trend is for less worker power in the workplace. But, as mentioned, internal and external labour market power available to some individual employees, and the associational power available to workers who collectively organise, mean that the power of labour is unevenly distributed: some still have considerable power, even if most have very little. The combined negative effects of financialisation on workers’ power in turn would help explain an observed correlation between financialisation and inequality in the USA since 1970 and across the OECD since 1990. 105

103 Redundancy notices.
Power and capital

Before the global financial crisis, members of the financial elite openly spoke of the rise of ‘plutonomy’, an economy ‘powered by the wealthy’.  

This illustrated clearly how much more capital had prospered than labour. Yet, while over the past three decades labour has become weaker, it does not follow that employers everywhere have become more powerful. The actions of corporations now are increasingly driven by the movements in stock or share prices, and their results are assessed on quarterly results, making planning over longer time periods increasingly precarious and responding to social considerations more difficult. Hence firms with higher volatility in share prices are less likely, for example, to commit to mechanisms associated with action on climate change.

The main owners of stocks (especially in the USA, but also globally, including in Australia) are now finance capital. So the decisions of finance capital to buy and sell shares shape corporate behaviour. Finance capital is increasingly becoming the ‘core’ of capital, into which a growing amount of profit is being funnelled. Much of capital outside of the finance sector is ‘peripheral’ to this activity.

This does not mean, however, that all capital outside finance (call it ‘industrial capital’) is peripheral. Within most industries, the trend over the past three decades has been towards increasing concentration of power, with a higher proportion of sales accounted for by a small number of corporations. It is not only due to financialisation. We see a tendency for some parts of capital (finance capital and large firms dominating industries) to experience a growth in power, while other parts of capital,
acting in response to the demands of those with growing power, exhibit less power—and often place pressure on labour in an attempt to maintain profitability in some form.

Just as there are divisions within industrial capital, so too there are divisions within finance capital. For example, some parts have an increasingly short-term orientation; others need to maintain or even increase their long-term orientation.\footnote{David Peetz and Georgina Murray, ‘Conflicts within Transnational Finance Capital and the Motivations of Climate-Interested Investors’. In Globalization and Transnational Capitalism in Asia and Oceania, ed. Jeb Sprague (Routledge, 2015), 163–79.} We will look more closely at this in Chapter 9, in the context of responses to climate change, but the purpose in raising it here is to point out that financialisation is also a nuanced phenomenon. Finance capital is also quite unlike labour in that it is not interested in collective action. Even on matters of common concern—like the future of the planet—climate-interested investors may sign statements demanding action from governments, but they will not act in unity to invest in, or divest from, anything.\footnote{Ibid.} To do so would be both unnecessary (finance capital does not need associational power) and inconsistent with the competitive ideology that permeates finance capital. However, finance capital following a common logic sometimes gives the false appearance of conscious collective behaviour.

One more point about financialisation needs to be made in this chapter, and it concerns the link to neo-liberalism. The greatest beneficiary of neo-liberal policies has been finance capital. Privatisation has principally enriched the investors (financiers) who were able to purchase the organisations or licences for running previous government services. Cuts in wages and conditions have benefited share prices and shareholders, who are predominantly finance capital. It is the interests of finance capital, not the external validity of any findings, that maintain the primacy of neo-liberal policy. The economics profession itself is suffering from a hostile takeover by the finance sector: academic commentators who appeared on the media in the 1970s to comment on economic news have long since been replaced by professional economists on the payroll of financial corporations; enrolments in university economics courses are in decline, subverted by ‘management’, ‘business’ and ‘finance’ studies; and the profession is reeling from criticism of its treatment of gender issues and
female economists. Several prominent studies by economists used to justify neo-liberal policies have been subsequently found to be on weak or even erroneous foundations, their publication seemingly reflecting ‘confirmation bias’ among editors and/or reviewers.

The theoretical logic of market solutions is more threadbare than ever in the light of policy failings, but finance capital itself was not weakened by the financial crisis it created; if anything, centralisation within finance capital increased, at least right at the top. The reproduction of that power has, itself, facilitated the continuing importance of neo-liberal policies. Hence, for example, European finance capital played a crucial role in the perpetuation of ‘austerity’ policy in that continent after the global financial crisis, despite the illogic of market solutions. This in turn had implications for pay and conditions in many European countries, particularly those near the Mediterranean. Neo-liberal policy ideas are important for maintaining the power of finance capital, and the power of finance capital helps explain why neo-liberalism remains important.

In the garden

Finally, let’s go back to that walk in the Parliamentary Rose Garden. The issues that prompted it tell us a lot about what shaped the next three decades of policy and may shape it for years to come. Globalisation was the backdrop for what happened, but not the driving force. Finance capital had gained new power through the deregulation of financial markets over two years earlier. It intimidated a Labor government, perhaps unwittingly—we should not assume a conspiracy to undermine the dollar, and the erratic nature of financial markets probably owed more to inexperience than anything else. However, it created the illusion of collective punishment by finance that heightened the insecurity of those in Cabinet. The government responded by strengthening neo-liberalism


115 Murray and Peetz, ‘Financialisation of Ownership’.
almost each year thereafter (for which it was later rewarded by the media and conservatives through being retrospectively called a great ‘reforming government’). There was a sense of powerlessness in the government in the face of financial markets—as if it had no alternative. Whether there was a viable alternative to the announcements of late July 1986 is a moot point. But for many of the policies that followed there were almost certainly viable alternatives. No two governments follow the same policy paths, each makes decisions that affects how it responds to globalisation and financialisation. The future, too, will be shaped by those responses.

The future of globalisation, and indeed of capitalism around the world, is unclear. Several scenarios suggest themselves, including further market liberal policies, strengthening the role of markets and the hand of capital; more authoritarian policies favouring capital, possibly weakening the role of markets but strengthening the hand of capital; or a shift in power towards labour. In the rest of this book we will consider factors shaping the current realities of work and the choices that will be made from now, and that determine which of the potential futures becomes a reality—and revisit these scenarios in the final chapter.

Visions of the future

As a child, I saw Stanley Kubrick’s *2001: A Space Odyssey* at the cinema. I was captivated by so many aspects of it—the moon base, the idea of life from other planets, the self-aware computer HAL, the cryptic scene at the end—and the magnificent technology. In 33 years time we would commute to a space station, in a Pan American passenger craft, and then on to the moon. Well, 2001 has come and gone, Pan American went bankrupt, and we are almost no closer to commuting to the moon now than we were four years after *2001* was released, when NASA finished its Apollo program. Like many movies about the future, some of the predictions have been illuminating but many have been way out.

If there was one area where technology has failed miserably to live up to its promise, it is in that area of transport. The Concorde, a supersonic passenger plane that first flew in 1969, a year after *2001* was released (and one that bore some visual resemblance to the imagined Pan Am Orion III spacecraft in *2001*) has not been bettered in speed; indeed, the Concorde stopped flying altogether in 2003. In 1969, the Boeing 747 ‘jumbo jet’ was also launched, and it looked like planes would get bigger and bigger, not just faster and faster. They did not. The only other ‘jumbo-sized’ plane to come into production was the Airbus A380 in 2005, and the future of jumbo-sized planes is now in doubt in the face of weak demand, possibly killed off by the economics of air transport (though the need for low-emissions flight might, ironically, lead one day
to a resurgence of larger planes). Indeed, economics has been at least as big a barrier as technology against the translation of grand transport ideas into something experienced by consumers.

On the other hand, the dark, ultimately malevolent onboard computer, HAL, continues to fascinate. We may have been slower than 2001 predicted in getting to artificial intelligence (AI) with HAL’s capabilities, but Google, Amazon and Siri are bringing that spaceship’s AI capabilities to your home now—and, soon, to your workplace. The favourable economics of digital change make further developments here almost inevitable.

2001 said a lot about the future—not just technology, but also humanity’s relationship with other species. It said very little about future society (aside from the commercialisation of space travel). In this chapter, we want to look at some earlier visions of the future, but we want to focus on what they say about society and what that suggests about work. Many of these visions have been seen in books, movies and songs. From the fiction side, we will focus on three main literary works, all of which have been adapted for the screen. There are many stories written about futures, and we cannot cover them all. All involve predictions of technology and society, varying in their emphasis on each. The ones I have chosen are all relevant to issues of control, class and oppression. They are not all directly about work, but through their views on society we can see things about work.

The first is George Orwell’s Nineteen Eighty-Four, widely considered one of the best novels of the twentieth century, and first published in 1948. The second is Margaret Atwood’s The Handmaid’s Tale, written over three decades after Orwell’s book. Both books were dystopian—they predicted nightmare futures as models that we should do everything to avoid. Nineteen Eighty-Four was turned into a movie three times, including a film starring John Hurt and Richard Burton, released in 1984 itself, that

---


was faithful to the book. There were also numerous stage productions. *The Handmaid's Tale* was turned into a widely watched TV series released in 2017, similar but not identical to the book. Three decades after Atwood wrote *The Handmaid's Tale*, Dave Eggers wrote *The Circle*, a very different book, about a large tech company that could almost be considered utopian by many of its employees. It, too, was made into a movie, released in 2017, which followed closely the first half of the book but diverged widely in the second, such that the ending was almost the opposite of that in the book. While Eggers’s book subtly highlighted the sinister side of this utopia, and had a suitably dark ending, the movie ended on a bizarrely positive note that somewhat missed the point. It was not a great box-office success.

Of course, predictions are made not just in fiction but in nonfiction as well, and in a chapter about visions of the future we must also consider these. We will also examine how accurate or otherwise earlier popular predictions of the future, by politicians, writers and futurists, have proved to be, particularly in relation to work. What happened to all those predictions of increased leisure and short working weeks? Have trends on working hours and work intensification continued? What explains recent developments in these areas? What is the future of, and what are the influences on, work–life balance? And what does this tell us about how the choices that affect the future of work will be made? We will start with these, and then move on to more literary futures.

**Futures of work and leisure**

If ever there was a need, in studies of work, for the somewhat hard-to-source maxim, ‘It’s dangerous to make predictions, especially about the future’, it is in relation to working time and leisure. John Maynard Keynes was not alone in predicting that increased productivity would see the average working week drop to 15 hours or so. A series of academic or professional predictions issued in the 1960s and 1970s foresaw that

---


5 Although it has been attributed to people ranging from Neils Bohr to Samuel Goldwyn and even Yogi Berra, it appears to have originated from an unknown Dane, probably a parliamentarian, in the 1840s. Garson O’Toole, ‘It’s Difficult to Make Predictions, Especially About the Future’. Quote Investigator, 20 October 2013. quoteinvestigator.com/2013/10/20/no-predict/.

working time would consistently drop, and a number predicted a working week of between 20 and 30 hours by the year 2000. In the same era, some authors wrote of a forthcoming ‘age of leisure’, though they did not necessarily refer to quantitative forecasts of working hours to do so. Such claims occasionally, but less commonly, resurface in the context of current technological projections.

Hours of work

Needless to say, the working week did not shorten in the huge way anticipated by some of those predictions. In countries where average total working hours reduced, it arose from the growth of (mostly female-dominated) part-time employment, unrelated to technology effects. Reductions in average hours for full-time workers were harder to come by. Australia was one of those countries in the industrialised world that experienced increased working hours for full-time workers at the end of last century. Part of this trend was an increase in the proportion of employees working unpaid overtime. An important feature of Australian work-time practice is the high proportion of employees working extended or long hours. Based on a comparison of nine OECD countries, Jacobs and Gerson found that Australia had the highest proportion of workforce working more than 50 hours per week. A number of countries regulated maximum actual hours of work, but Australia did not. The trend was most marked in the 1990s. By the beginning of the next decade, mild-mannered researchers were pondering ‘with the growing levels of stress and distress that are associated with the changes to labour utilisation that are favoured by employers, we have to wonder whether these trends are
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sustainable’. Since then, Australian Bureau of Statistics (ABS) data on average hours worked by full-time employees have suggested that the trend stabilised or partially reversed over the subsequent decade. The average full-time working week rose from 44.5 hours in February 1979 to 46.5 hours in February 1998 in Australia, but gradually eased to 45.1 hours by February 2014.

Perhaps society approached a ‘saturation point’ regarding how many hours full-time employees can work in the context of their other responsibilities; perhaps this was also a result of a relative stabilisation, for a while, in union membership (after a long period of decline) and hence power relations in the workplace. Resistance grows, both organised—through unions and industrial action—and unorganised, through absenteeism, quitting, losses in loyalty, problems in quality of output, even possibly sabotage. The employee goodwill or ‘organisational citizenship’ that firms come to expect and indeed rely upon (often without realising it) may disappear. It’s in this context that employee demands for greater flexibility in behaviour by employers (flexibility for employees) have expanded. Some workers have the labour market power to achieve this; many do not.

One interesting aspect, found in a study of employees in 13 Queensland organisations undertaken in 2002 by the Griffith Work Time Project, was that increasing hours were disproportionately concentrated among employees who were not compensated for them. Thus increased hours were reported by 39 per cent of employees who never received overtime rates of pay for working extra hours, but by just 25 per cent of employees who received overtime rates at least some of the time. Long hours were also associated with other forms of weak regulation of working hours (absence of time off, absence of rostered days off or ‘penalty rates’) and management-driven workplace cultures that promoted long hours.

---


The pattern of increasing hours was associated with simultaneous overemployment and underemployment. Many full-time workers still want fewer hours, while many part-time workers (especially casuals) want more hours, and many people without work seek employment. The first group (want fewer hours) outnumber the second group (want more hours) in aggregate, in both sexes, and among employees working 40 or more hours per week.\(^{15}\) Over the years, though, the proportion of all workers wanting more hours has increased as the incidence of part-time work has increased (i.e., an increasing number of people are put into part-time work when what they wanted was full-time work). The ABS now publishes a time series on underemployment but not yet on overemployment.\(^{16}\)

Instead of having more leisure time, working hours are increasingly interfering in traditional leisure days (Saturdays and Sundays), especially (but by no means exclusively) in the retail and hospitality industries. Public policy has facilitated this development, most recently in Australia with a reduction in ‘penalty rates’ (an addition to minimum hourly pay arising from the fact that an employee is working unsocial hours) for weekend and holiday workers in those two industries, commencing in 2017.\(^{17}\) On the question of whether Sundays were worse for workers than Saturdays, the authors of a study from the Centre for Work + Life (CWL), using Australian Work and Life Index (AWALI) data, concluded: ‘Those who work on Saturday and particularly Sunday have worse work life [sic] interference—an issue that is relevant to the current debate about penalty rates in Australia.’\(^{18}\) Other Australian studies also showed that Sunday remained a day for family and civic activities, more so than Saturday or any weekday.\(^{19}\)


In some industries, particularly mining, there has been a move away from eight-hour work days back to standardised, rotating 12-hour shifts with a resultant working week of well over 38 hours. Unused machines ‘represent during the time they lie fallow, a useless advance of capital’ and so using labour ‘during all the 24 hours of the day’ is, therefore, an ‘inherent tendency of capitalist production’. In countries with penalty rates and overtime to be taken into account, rotating 12-hour shifts pay well. However, a qualitative study showed they were associated with fatigue; irregular sleep; interruptions to family life; an increasing burden put on the (mainly female) non-shift working partner, especially where there are children in a family; increased stress on family relationships; pressure on community and sporting life in mining towns; and the growth of contractor-based fly-in fly-out ‘long distance commute’ workforces. A study of over 2,000 mine and energy workers (mostly coal miners) found that half were working more hours than they would prefer, even after taking into account how that would affect their income and other activities, while 39 per cent were working the number of hours they would prefer and just 11 per cent were working fewer hours than they wanted. The Griffith Work Time Project also illustrated both the role of tighter control and how employees internalised pressure on working hours. Among employees who reported no change in their say over how many hours they worked, only 23 per cent reported increased hours. But increased hours were reported by 51 per cent of those who said that their say in how many hours they worked had gone down—and by 58 per cent of those who reported that their say over how many hours they worked had gone up.
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23 David Peetz, Georgina Murray, and Olav Muurlink, *Work and Hours Amongst Mining and Energy Workers* (Brisbane: Centre for Work, Organisation and Wellbeing, Griffith University, 2012).
Thus there were, in effect, two paths to increased hours: one involving tighter direct control over employees’ hours, and one involving a loosening of direct control and replacing it with internalisation of the need to work longer hours to ‘get the job done’.25 Employees internalised pressure to work long hours, often for reasons associated with ‘long hours’ organisational cultures, and the hegemonic power of ideas associated with ‘working hard to get ahead’ (or even to retain one’s job!) so employees with higher say in their working hours paradoxically tended to work more, not fewer, hours. This is consistent with evidence from an earlier survey, which showed that work intensification could be achieved either by tightening managerial prerogative or by increasing employee control,26 and with a qualitative study by Barker of work intensity in ‘concertive’ firms.27 That is, the two paths to work intensification involve either stricter managerial direct control or less direct managerial control in order to achieve greater indirect managerial control.

Work intensity and work–life interference

Evidence for work intensification has indeed been found in many studies in multiple countries over several decades.28 Work intensification can be a way that firms can adjust their labour inputs.29 It may accompany greater functional flexibility30 or numerical flexibility31—indeed, these forms of flexibility (both discussed in Chapter 6) may cause work intensification. It can be achieved through such simple mechanisms as speed-up of the production line, an increase in the target number of ‘swipes’ expected
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from a checkout operator, ‘downsizing’ of an existing workforce or computer-based monitoring of employees. Increasingly, digitalisation is seen as driving work intensification.

Working hours and work intensification have implications for what Skinner and Pocock call ‘work–life interference’—inviting us to turn the well-rehearsed concept of work–life balance on its head. Barbara Pocock is one of the leading writers on work–life issues and for some time headed the Centre for Work + Life (CWL) at the University of South Australia. With Natalie Skinner she examined, in Australia, the Fair Work Act’s ‘right to request’ (RTR) that was introduced in January 2010. This enabled certain employees to request changed working arrangements (to help them care for their child). These arrangements could include different start and/or finish times, shorter hours and a changed location of work. But it was merely a ‘right to request’, not a ‘right to have’. Employers were able to refuse requests on undefined ‘reasonable business grounds’. There was no appeal from the employer’s decision. The right in itself was a step forward in promoting employee-centred flexibility and work–life balance, and echoed legislation in various European countries, especially the Nordic countries.

The Australian legislation, however, was ‘generally weaker’ than that in other countries, restricting eligibility to a small group, and making it easy for employers to refuse a request. Employers appeared to reject

applications for flexible work by men more often than by women, which might seem good for women at first glance but it reinforces traditional notions of the domestic division of labour and traditional notions of who should be demonstrating the flexibility.\textsuperscript{39} More broadly, institutional arrangements and employing organisations make it difficult, especially for women, to make transitions between work and care,\textsuperscript{40} and most organisations make a cost–benefit analysis of the value to the employer of providing family-friendly working conditions.\textsuperscript{41}

Overall, the promise of increased leisure in the face of new technology has not been realised. One factor behind that failure was simply that productivity growth did not proceed as expected. Globally and in Australia, productivity growth has slowed since the introduction of market liberal reforms in most countries in the 1980s and beyond. But the bigger factor has been that social forces have panned out differently to what those making the projections appeared to anticipate. Workers have not had the collective power to ensure that higher productivity is translated into greater leisure. Indeed, worker organisation has declined. Moreover, regulation has tended to soften, again reducing the need for higher productivity to be translated into fewer working hours. Management has not sought to reduce the number of hours worked by full-time employees, instead finding advantage in increasing them (it saves on recruitment costs), while flexibly deploying casual, part-time labour. An increased supply of part-time labour (particularly from women with children (re-)entering the workforce) has made this easier for employers to do.

This tells us that accurately anticipating social forces and social trends will be at least as important in envisaging the future of work as will be accurately anticipating the broad types of technology to be introduced or their productivity effects. So, as we move to that part of this chapter that is based on literary sources, our focus is not really on those works that make
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predictions or comments about technology and productivity. Instead, we want to focus on those that comment on social forces—and these need not even be explicitly about work.

Lessons from literature

Turning to fictional literature is something we do not do just for the fun of it. It is not merely about the rights and wrongs of imaginaries. It allows us to speculate on possible outcomes from our current conditions through several mechanisms. We can see contemporary commentaries on social, economic and other realities, placed in a futuristic context. We see scrutiny and satire about the human condition. We see ideas about our ongoing social struggles to maintain individual integrity and kindness in work in the face of economic struggles for power and control. We are invited to free our creative thinking to look at alternative futures. We might hear a message of alarm about the dangers at work. ‘Predictions’ from literature might be warnings of what is to be avoided, rather than expectations of what is to come.

There is also a healthy precedent for this approach. One of the most interesting reads on management is David Knights and Hugh Willmott’s *Management Lives*, which takes as its foundation four very different novels that illustrate the role of identity, insecurity, power and inequality in the management experience. The novels: are David Lodge’s *Nice Work*; Kazuo Ishiguru’s *The Remains of the Day*; Tom Wolfe’s *The Bonfire of the Vanities*; and Milan Kundera’s *The Unbearable Lightness of Being*. Like those we focus on here, all were subsequently transformed into movies or TV series. Knights and Willmott chose this approach because novels illustrated the issues they wanted to focus on, and are valued by readers because of the relevance they have to their own lives, potentially demonstrating the connection between theoretical concepts and personal experience. None of the four were centrally about ‘management’, though Lodge’s *Nice Work* probably came closest, while Ishiguru’s *The Remains of*
the Day and Kundera’s The Unbearable Lightness of Being are on seemingly unrelated topics, but used to illustrate the issues of identity and insecurity that were relevant to understanding management.

But first a spoiler alert: if you do not want to find out what happens in Nineteen Eighty-Four, The Handmaid’s Tale and The Circle here, put this down and first read those books instead.

**Nineteen Eighty-Four**

One classic futuristic scenario is that found in Orwell’s Nineteen Eighty-Four. Written in 1948, the book tells the story of Winston Smith, a minor functionary in the totalitarian one-party state that is Oceania, one of only three countries in the world. The first part of the book concerns Smith’s daily life in the Party and the state (he rewrites old news stories to make them consistent with the Party line), his writing a diary (which is itself ‘thoughtcrime’), and meeting and having an affair with a woman from the Party, culminating in their capture. The second part describes his internment and torture by the ‘Ministry of Love’ until he finally relents and comes to love ‘Big Brother’, the head (if he exists) of the Party and state.

You have probably heard from time to time the adjective ‘Orwellian’ applied to something, usually undesirable—such as excessive surveillance or monitoring of people, or attempts by governments or corporations to exercise control over people’s thinking. That adjective is used because Orwell described (very critically) his futuristic vision of what surveillance and control may come to look like. The activities of the National Security Agency (NSA), for example, are often described as ‘Orwellian’. I am not sure that he would really appreciate his name being used that way, but that is the way that language has evolved. Some people would describe the use of cameras in every imaginable location in the house in the TV franchise Big Brother as being ‘Orwellian’ and they would be correct—the title for the franchise coming directly from the chief autocrat in Nineteen Eighty-Four. I doubt that Orwell would have approved of the Big Brother series.44
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Although the book was not written explicitly about work—Orwell was warning against the dangers of totalitarian tendencies in society as a whole—in 1993 British academic Hugh Willmott wrote a seminal article that compared modern corporate culturism to the techniques used by the ruling party in *Nineteen Eighty-Four*. To understand this argument, we first need some context about what culture is. We can think of it as ‘a way of seeing things that is common to many people’ or, more precisely, ‘the set of shared, taken-for-granted implicit assumptions that a group holds and that determines how it perceives, thinks about and reacts to its various environments’. These definitions—from organisational studies—highlight that culture involves ideas and assumptions that influence how we see situations, think about them and react to them. The three main elements of any culture are: the basic assumptions that it embodies (about what is), the values (regarding what ought to be), and the culture’s artefacts and creations (such as stories, myths, rituals, ceremonies, symbols, language and behavioural norms). Despite what some managers say (and, at times, want), most organisations are not ‘monocultural’. In other words, there is not just one culture at the workplace. There are various subcultures within organisations. Schein, for example, argued for three subcultures: ‘operators’, ‘engineers’ and ‘executives’. It may be an overgeneralisation but it is fair comment in as much as it draws attention to diversity of culture within organisations.

So culturism is the attempt by management to create specific organisational cultures reflecting management’s objectives. When we discuss ‘culturism’, we are talking about attempts by management to shape employee beliefs. In recent decades senior managers have often consciously attempted to create a particular type of culture at the workplace. Some scholars are highly critical of management attempts to introduce cultural change. For instance, Mabey and Salaman argued that ‘the focus on “cultural change” … is often an attempt to impose a consensual, unitarist conception of the organisation on all employees, and thus to gain their commitment’.
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Jaynes studied the New Zealand division of a multinational bank. He found that the deliberate creation of a sales culture reflected ‘a strong unitarist approach in which the goals of management and employees are viewed as shared. This disguised management’s vested power structure in a veil of neutrality and cohesion’. The changes brought about were ‘largely effective in achieving the desired transition of the workplace culture toward a sales and customer focus’. Employees were seen to ‘internalise the culture change, unaware of their objectification and subjugation by management’. Culture was thus a form of employee control.

The central element of Willmott’s article was the comparisons he drew between the practices of culturism and the notions of ‘newspeak’ and ‘doublethink’ expounded in Nineteen Eighty-Four. Hence the main title of his article was ‘Strength is Ignorance; Slavery is Freedom’, inverting two of the three slogans of Nineteen Eighty-Four’s Ministry of Truth (responsible for propaganda). He argued:

In the ideal-typical bureaucratic, rule-governed organisation, employees are at least permitted to think what they like so long as they act in a technically competent manner … in organisations with a strong corporate culture, such ‘disloyal’ communication is at best strictly coded if it is not entirely tabooed.

He then quoted early management gurus Peters and Waterman: ‘you either buy into their norms or you get out’. According to Willmott, the ‘guiding aim and abiding concern of corporate culturism is to win the “hearts and minds” of employees, to define their purpose by managing what they think and feel, and not just how they behave’. In this way, Willmott considered culturism was a ‘totalising’ management attempt to design the normative framework of work. Management seeks to develop and sustain this culture by careful recruitment and promotion of employees who accept the core values of the organisation.

---
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Willmott made repeated allusions to the world of Orwell’s *Nineteen Eighty-Four*. ‘Like the party member in Oceania, the well-socialised … corporate employee “is expected to have no private emotions and no respite from enthusiasm … the speculations which might possibly induce a sceptical or rebellious attitude are killed in advance by his … inner discipline”’. \(^{57}\) He drew parallels between practices of culturism and several concepts in Orwell’s book. One was the relevance of *newspeak*, the official language of Oceania, designed to help shape thought in particular ways. We see the relevance of newspeak in how some corporations seek to exclude particular messages from entering employee consciousness. In Walmart, if ‘associates’ (their newspeak term for employees) are ‘using union terms such as arbitration, grievance and seniority’, managers are under instruction to ring the ‘Union Hotline’. \(^{58}\)

Language is therefore important in all this. Euphemisms like ‘associate’, ‘member’ and ‘partner’ in place of ‘employee’ help ensure, as Syme (the newspeak documenter in *Nineteen Eighty-Four*) would say, that ‘the range of consciousness [becomes] always a little smaller’. \(^{59}\) Syme observed, ‘it’s a beautiful thing, the destruction of words’, and later Orwell remarked that the Party aimed to ‘diminish the range of thought … by cutting the choice of words down to a minimum’. \(^{60}\) The use of the term ‘associates’ by Walmart, ‘Servo’ (a pseudonym for another corporation) \(^{61}\) and several other corporations (or, in the case of the term ‘partners’, Starbucks) \(^{62}\) for what are, at law, employees is intended to shape thinking and expectations towards a framework with its own internal logic—away from one in which workers might seek to obtain the rights that come with being an employee and join a collective organisation for employees.

Another relevant concept is that of *doublethink*—the power of holding two contradictory beliefs in one’s mind simultaneously, and accepting both of them. \(^{63}\) According to Willmott, ‘culturism endeavours to secure control by managing the impression of respecting the distinctiveness and individuality of each employee … enabl[ing] an idea—such as autonomy—

\(^{57}\) Ibid., 541, citing Orwell, *Nineteen Eighty-Four*, 220.
\(^{59}\) Orwell, *Nineteen Eighty-Four*, 45.
\(^{60}\) Ibid., 242.
\(^{63}\) As discussed in Chapter 11, this is very close to the concept of cognitive dissonance.
to be repudiated while simultaneously laying claim to its reality’.\(^{64}\) This phenomenon is manifested in many organisations that proclaim how they treat all employees ‘as individuals’ while simultaneously insisting they ‘fit’ with the culture of the organisation and pursue its collective, corporate wellbeing.\(^{65}\) (You may have also encountered the concept ‘doublespeak’ and wondered if it came from Nineteen Eighty-Four. Although it combines those two previous concepts, it was actually coined some time later by William Lutz to refer to ‘language that pretends to communicate but really doesn’t … that makes the bad seem good … that avoids or shifts responsibility … that conceals or prevents thought’.)\(^{66}\)

Willmott also refers to crimestop—‘the faculty of stopping short as though by instinct at the threshold of any heretical thought’.\(^{67}\) He separately adds that ‘the sense of certainty associated with the cultural “uniformity” required by Big Brother can be highly appealing … [as providing] freedom from insecurity … Managers, no less than their subordinates, may welcome the absence or removal of ideas, people and situations that challenge or disrupt the immersion of self in corporate identity’.\(^{68}\)

So, how well has Nineteen Eighty-Four predicted our future, or indeed the future of work? Such books are meant as warnings, not predictions, and their ‘failure’ to come true might reflect the success of the author’s warnings. As it is, the real world in the year 1984 did not match, in detail, the world depicted in the book of that title, and neither does the world of today. That said, the emergence of electronic surveillance, including by state bodies such as the NSA and various state and private organisations in China,\(^{69}\) has turned out to be at least as effective, perhaps more so, than that portrayed in Orwell’s book. As to the workplace, the pervasiveness and violence of Nineteen Eighty-Four’s Ministry of Love cannot be compared with the control exercised in decollectivising firms. The relevance is
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more in that, as Willmott points out, modern culturism focuses not so much on what employees do (the focus of rule-governed bureaucratic organisations) as on what employees think. One of the biggest constraints is that ‘unlike the fictional world of Oceania, corporate employees are exposed to, and constituted by, other relations and discourses’\(^{70}\) as they have a life outside the organisation. So we should examine closely the directions that corporate control of people’s lives is taking. For that, we will look at Dave Eggers’s book, *The Circle*, but before that we turn to a more gendered dystopia in *The Handmaid’s Tale*.

**The Handmaid’s Tale**

Margaret Atwood’s *The Handmaid’s Tale* tells the story of a woman, Offred, in a dystopian society (formerly the USA, but now known as Gilead following a violent takeover by a group of armed fundamentalist males). It had been brought to crisis by a plummeting birth rate and disappearing fertility due, presumably, to an environmental crisis. Offred, being fertile, is part of a subjugated class of women (‘handmaids’) that are ritually violated for the purpose of making them pregnant, in order to deliver a baby for a high-status male. These males have infertile ‘wives’ who have higher status than the handmaids but must participate as effective bystanders in the ‘ceremonies’ in which their husbands attempt to impregnate the handmaids. The handmaids are depersonalised, their names simply reflecting which male owns them at a particular time (hence Offred is ‘of Fred’). They wear uniforms very reminiscent of a nun’s habit, but red and white. Their sole purpose is to have babies. Those women who are neither wives nor handmaids (nor performing some other essential role, such as the ‘Aunts’ who control the handmaids, much like matrons in a boarding school) are declared to be ‘unwomen’ and banished to work and possibly starve to death in toxic and fatal distant lands (the Colonies).\(^{71}\)

Written in the first person, the story shifts back and forth between the present travails and the previous life of Offred (we are not told her real name) with her husband, presumed murdered while they attempted to
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escape to Canada, and her child, long since taken from her. The story ends inconclusively, with Offred about to enter a space in which she either would escape or be captured, tortured and killed.72

After the end of the first-person story, however, Atwood adds an epilogue, set in an academic convention decades later, during which it is apparent that Gilead had fallen and some semblance of sense has returned. In that respect, *The Handmaid’s Tale* can be considered to be a more optimistic book than *Nineteen Eighty-Four*, as there is some end to the misery, though even then we do not find out what happened to Offred. (This epilogue is not part of the TV series, which had to find a different means to bring about a form of ambivalent optimism.)

There are many similarities to *Nineteen Eighty-Four*. Power is maintained through the combined use of ideological force and violence. There are hangings of dissidents at ‘the Wall’,73 just as traitors are hanged in *Nineteen Eighty-Four*, though in Gilead many hangings occur as a result of violations of fundamentalist norms about women’s roles (particularly by abortionists) that may have occurred even before Gilead was created: ‘it’s no excuse that what they did was legal at the time: their crimes are retroactive’.74 However, Atwood also emphasised the use of rewards and divisions among the subordinated in the techniques used by the powerful to maintain power. For example, every so often there is a ‘particicution ceremony’, in which handmaids are allowed (or required) to execute, usually by stoning, a male found to have broken a law that would also evoke the emotions of the handmaids. It is reminiscent of the ‘two minutes hate’ at the beginning of *Nineteen Eighty-Four*, but more focused on generating release of frustration and vicarious revenge for the participants, and so more hands-on. Conformity to the system is encouraged by little rewards that are given to the most compliant of the handmaids. Clever exploitation of divisions and a lack of solidarity between oppressed groups enable Gilead’s ruling elite to win. Those divisions persist (e.g. between the handmaids and the Aunts) and help perpetuate the system.

72 A second series of the TV version takes off from here. Its storyline goes beyond that in the book, but Atwood was heavily consulted in this and its production. In this second series we find out Offred’s real name, the fate of her husband, and her story after the last scene in the book.
73 Atwood, *Handmaid’s Tale*, 42.
74 Ibid., 43.
As in *Nineteen Eighty-Four*, there is a network of spies and informers, in Gilead called ‘Eyes’. Offred cannot be sure who is an Eye, and even at the end we are left wondering whether her lover, Nick, is an Eye who will arrest and torture her, or a dissident who will enable her to escape. In both books, continuing war is a theme. Oceania is constantly at war with one of the other two countries, Eastasia or Eurasia, and always in alliance with the other. The fight against the enemy is a rallying cry for patriotic servitude to the state and party. There is also the constant battle against the internal enemy, Goldstein, whose existence is dubious. In Gilead ‘the war is going well’, but it appears to be mainly an internal war against insurgents and heretics, though it features heavily on the news.

Also similar to *Nineteen Eighty-Four* is the role of ideology and conformity. Much of what Willmott wrote about work and cultural control could be applied to *The Handmaid’s Tale* as well as to *Nineteen Eighty-Four*. The culture in *Nineteen Eighty-Four* is strongly shaped by support for the ruling party, and for the wars being prosecuted against external and internal enemies. In *The Handmaid’s Tale* that ideology is dominated by support for the ideals—that women exist to procreate (the handmaids) or to enhance the status of men (the wives and occasional babies), that women must adhere to very strict rules concerning who they talk to, what they talk about and do in public, and so on. Support for these ideas forms the basis of support for the system in Gilead. In some ways it might be seen as more viable than the dominant ideology in Oceania, but the suffering and humiliation of the handmaids makes the contradiction between ideology and practice very apparent, not least because many of the handmaids had a memory of what life was like before the overthrow of the US government, when they had jobs, among other things. A potential resistance network, though shadowy and obscure to Offred, is given more prominence in Atwood’s world than in Orwell’s. If Willmott were to write about Atwood’s book, the contradiction between ideology and lived experience in Gilead, though more extreme than that faced by modern corporate workers, could better encapsulate the role of culture than analogy with Orwell’s. In Gilead, workers are indeed ‘exposed to, and constituted by, other relations and discourses’, as they had a life not outside but before the existing regime—and they are more exposed to alternatives by such mechanisms as visiting tourists or rumours of
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life in Canada. This is a better analogy with corporate culturism than provided by *Nineteen Eighty-Four* (though, again, the violence in Gilead has nothing comparable in modern culturism).

Unlike *Nineteen Eighty-Four*, *The Handmaid’s Tale* has an obviously strong orientation towards gender—though it also looks at its interactions with class. In some ways, *The Handmaid’s Tale* could be seen as a feminist version of *Nineteen Eighty-Four*. That, however, would downplay its separate significance. Certainly, *Nineteen Eighty-Four* paid no regard to gender issues, while *The Handmaid’s Tale* placed them front and centre.

What is particularly striking about the storyline is the portrayed reversal of gains that had been made by women through the twentieth century (when the book was written). Atwood contrasts the victories many women had in the 1960s and 1970s with their fate in Gilead. The point is really to demonstrate that the successes achieved by women in the move closer towards equality are fragile, and could be undone as long as women remain excluded from centres of power. The lessons for work are not just about women. They suggest that any apparent gains that do not result in a major shift in power are also susceptible to reversal. Thus while many managers encourage participation by employees in decision-making (discussed in Chapters 2 and 7), this remains in place entirely at the whim of management, and can be easily taken away.

Atwood’s book probably also has a more nuanced view of class than Orwell’s. In *Nineteen Eighty-Four* the ‘proles’, as they are described, are barely discussed. Winston Smith ruminates that they are the only hope for the future, but gives no hint as to how or why any change might come from them. It seems the only glimmer of light in Oceania as, for the inner and outer circles of Party officials (Smith is part of the outer circle), Party control is complete. So it is also a bit of a puzzle as to why the Party gives so little focus to the proles (or why Orwell does likewise). Atwood goes into considerable detail as to the roles of different classes. While women of all classes are clearly oppressed by the theocracy that rules, the majority of men are also oppressed by the social order, and are subject to the same potentially violent control and punishment as the women are.
The Circle

Dave Egger’s *The Circle* is probably the most important book written about a (fictional) workplace since the turn of the century. Set in the near future, it tells the story of Mae, a young woman working at a large ‘tech’ company, called The Circle, that occupies the market space presently occupied by Google and Facebook. She has the appearance of being in the dream job—in ‘the hottest company on the planet’—but, as the reader, we know it is not as it seems. Part of the brilliance of Eggers is not to write the book, as so easily could have been done, as a story of Mae’s gradual growing horror at the reality of her situation and the evil managers she encounters in her bid to escape. Rather, he depicts Mae as someone who, while initially disturbed by some of the things she encounters, gradually embraces the corporation and everything it stands for. Indeed, she is eventually repulsed by the warnings of corporate excesses proffered by one of the firm’s three founders, and finally betrays him. Along the way she also alienates herself from her parents and inadvertently causes the death of her ex-husband, though she blames that, in effect, on his antisocial rejection of all the good that The Circle offers.

*The Circle* has several important themes. One is monopolisation. The corporation is depicted as having 90 per cent of the search market, 88 per cent of email and 92 per cent of text servicing. It grows ever stronger. A second theme is performance management. As soon as Mae starts her job in Customer Engagement, she is measured by the ratings customers give her, remarkably high benchmarks are set and expected of her, and she obsesses about achieving them. Later, she is told of the need to achieve a high ‘conversion’ rate (how many people buy products she mentions) and ‘retail raw’ (the value of consumer purchases of products she mentions). Eventually, Mae offers the view that ‘humans can measure all things’. She comes to dislike life off-campus, with its homeless people, unnecessary problems that were correctable through ‘simple enough algorithms’, and the attendant ‘chaos of an orderless world’.
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We also see the role of cultural control, especially through social activities. Mae is counselled early for not participating enough in social activities sponsored by the corporation, and the HR managers ask if it is because she does not like working there, or suggest she is being selfish. An algorithm generates an indicator of social participation, the PartiRank, which is taken seriously and Mae spends late nights trying to improve her PartiRank. It measures attendance at the parties, brunches or other events organised by The Circle or ‘Circlers’ (employees), but also interactions via social media. Two pages of Eggers’s book detail the many performance indicators Mae tries to influence in order to improve her PartiRank. Social media engagement helps drive monetisation of the Circlers’ work, and is one of the main sources of work intensification, judging by how many screens it adds to Mae’s desk. The Circle makes no mention of Orwell’s ‘doublethink’, but it is in effect what Mae practises when she objects to invasions of her privacy—especially over sexual matters arising from the policies of The Circle (‘we don’t delete here’), yet she increasingly endorses the objectives of the corporation.

Another theme is the contradiction in the rhetoric of ‘transparency’ and its use in ensuring surveillance. Each new technology and process of the corporation leads to greater surveillance, either of employees or of citizens more generally. Participants are pressured to participate in the interests of transparency: ‘If you aren’t transparent, what are you hiding?’ In Orwell’s Nineteen Eighty-Four, the ruling party had three paradoxical slogans, depicted thus:

WAR IS PEACE
FREEDOM IS SLAVERY
IGNORANCE IS STRENGTH

In The Circle, Eggers presents three slogans that arise from an onstage interview Mae performs, in the same format as Orwell’s, and, in the storyline, projected onto a screen on stage. They draw on Mae’s own words:

SECRETS ARE LIES
SHARING IS CARING
PRIVACY IS THEFT
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They are not all paradoxes in the same way as Orwell’s, but rather plausible in the context, even if objectively false. They are also explicitly focused on issues of ‘transparency’. The rhetoric of transparency becomes the basis for a totalitarian, corporate-controlled workplace and society.

Indeed, each transgression of personal liberty through heightened surveillance is brought about by a technology that plans to improve the lives of people: protecting children from deviants, protecting adults from crime, advancing human rights or democracy, enhancing the lives of disabled people, or even making it easier to decide which beach to go to. The mechanisms in place or proposed include cameras located almost ubiquitously, in locations or even on people; chips implanted under the skin, even in bones; sensors in communities to detect and locate ‘strangers’ in houses; even sensors in houses to detect sudden, ‘violent’ movements.

The book ends with Mae wondering what her friend, Annie, hospitalised and in a coma, is thinking—and considering it an affront and a deprivation that neither she nor anyone else could know. ‘The world deserved nothing less’ than to know her thoughts ‘and would not wait’. 88

Another idea is the importance of information. On the one hand, ‘to know we must share’; 89 on the other, says one of the founders, ‘if you can control the flow of information, you control everything’. 90 This is linked to a key theme: the great power of large corporations in such sectors (‘How can anyone rise up against the Circle if they [The Circle] control all information and access to it?’). This power is also shown by what happens to dissent. A Senator seeks to break up The Circle, but she is later under investigation for ‘all kinds of weird stuff’ after things were ‘found on her computer’. 91 One of the company’s founders later tells Mae that this is ‘about the hundredth person’ the company has done that to. 92 Eventually all politicians succumb to pressure to become ‘transparent’—to have a body camera attached to them to track their every move and broadcast it live via The Circle to the world. The rhetoric of democratisation disguises increased centralisation of power in the hands of corporate leaders.

88 Ibid., 497.
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The ‘completion of the Circle’ turns out to be the prospect of The Circle taking over the voting process for elections, such that one company chief says ‘it might even eliminate Congress’.93 Another warns Mae, to no avail, of a ‘totalitarian nightmare’.94 One of the last scenes is in the aquarium on the company’s campus, in which tuna, a rare octopus, scarce and beautiful seahorses and a shark, all from the Marianas Trench, are brought together (‘reunited’) in a single tank, ‘so they can coexist and create a more natural picture’.95 In a metaphor for the corporation, the shark eats everything else. To emphasise the metaphor, one of the founders refers to The Circle as the ‘shark that eats the world’.96

Eggers also emphasises the absence of evil in driving the descent into totalitarianism. While O’Brien, the chief torturer in Nineteen Eighty-Four, is clearly an evil character, most people in The Circle are not, with the possible exception of one of the firm’s founders (Stenton, who is probably greedy for money and power). There is certainly not the overtly oppressive bureaucratic apparatus of Nineteen Eighty-Four. Instead, the second founder was just ‘trying to make the web more civil’, while the third is like ‘an eccentric adjunct professor somewhere’ with naive views about openness.97 Winston Smith in Nineteen Eighty-Four was tortured into submission, but Mae is gradually captured by the ideology that flows almost inevitably from the nature of the company. She is horrified by the thought that 3 per cent of Circlers voted no to the question ‘Is Mae Holland awesome or what?’, showing tendencies towards authoritarian, vengeful behaviour herself but eventually concluding she has to ‘win them over’.98 In placing less reliance on overt and pervasive authoritarianism to tell its story, The Circle is more persuasive than Nineteen Eighty-Four, and less subject to the criticism that no corporation is as ubiquitous, persuasive or violent as Orwell’s Ministry of Love.

The technology discussed in The Circle is not surprising. It all seems plausible given current developments. Some companies are already inserting chips into employee bodies,99 and the US military is working
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on an implant to allow humans to directly interface with computers—that is, to benefit people with aural and visual disabilities.\(^{100}\) Even the closing sequence, in which Mae demands to know her friend’s thoughts, anticipates developments likely to arise in neural link technology.\(^{101}\) If anything, the book understates the capacity for technological change to be used for surveillance purposes. A founder makes the comment that one of their problems is that ‘even when there are cameras everywhere, not everyone can watch everything’,\(^{102}\) but soon artificial intelligence (AI) will make it possible for thousands of cameras to be monitored effectively by a single bot. If there is a criticism to be made of Eggers’s view of the future, it is that it ironically makes future technology seem too limited by human frailties and takes not enough account of the power of algorithms and AI.

In the world of dystopian fiction, *The Circle* has fewer evil characters, less overt suppression and less malevolence than the other works featured here and indeed almost all other dystopian works—so much so that the Hollywood treatment of it gives the movie a happy ending (in which Mae chooses to reveal to a huge audience the dark secrets of the company’s founders, leading the Tom Hanks character to say ‘we are so f—ked’). Yet, as a book, *The Circle* is also the most realistic of the dystopian genre, especially in its musings about the future of work. It is therefore perhaps the scariest of them all. That said, it points to the importance of critical choices in shaping the future. Mae’s decision to ignore the urgings of one of the company’s founders, including to publicise a document on ‘The Rights of Humans in a Digital Age’, was crucial in enabling The Circle to continue along its shark-emulating path. Perhaps the Hollywood ending points to what outcomes could have been if the more difficult choices, those that move us away from path dependency, had been taken.

---

Conclusions

We have looked at two broad issues here relating to work—working hours and culturism—as well as some others, but we have done so through quite different predictive lenses: the forecasts made up to half a century ago about the direction working time would take, and the storylines of authors of fiction that both pre- and post-dated those forecasts, about cultural management and control. In doing so, we also touched on such issues as gender, performance management and, of course, power. All of this constitutes 'visions of the future'. Some of those visions border on the idyllic (how else would one describe a world of extreme leisure), others are more like nightmares—and some that look idyllic on the surface (such as the workplace in The Circle) turn out to be nightmares, though not necessarily in the way we expected. To use a Gramscian typology, the powerful in all three books used hegemony to maintain control, but in Nineteen Eighty-Four and The Handmaid's Tale force was also heavily relied upon, while The Circle was ultimately a story of hegemonic control without even an evil mastermind behind it all.

Those different fictions, we must also acknowledge, say very different things about choice and agency. In Nineteen Eighty-Four choice is virtually futile, as the Party will always win—at least, as far as the experience of the protagonists indicates. In The Handmaid's Tale, choice operates at an individual level, and Offred's individual act of rebellion, facilitated through a collective resistance network, might just liberate her. We don’t know whether it does, but we do know that, in the end, Gilead falls. In The Circle, choice is central, and there are critical junctures—'this is the moment where history pivots'103—where decisions by the players have a monumental effect not only on themselves but on others as well. In effect, these are policy decisions that affect the future, not just decisions about their own welfare. The movie is less plausible than the book, but the two combined are still useful in showing the nature and effect of choices. The two together are a bit of a 'sliding doors' experience, like that in Chapter 1.

103 Ibid., 403.
The problem with many of those forecasts of working time and leisure, mentioned in the early part of this chapter, was that they did not, or could not, take account of society’s choices that would be made and the social forces that would emerge. The prognosticators assumed one set of doors would open, but it turned out very different ones opened, leading down a very different track. In the rest of this book, we will see how social choices and social forces interact with technology and markets to produce possible futures of work.
4

Digitalisation and the jobs of the future

Mae’s eventual job in *The Circle* was essentially to monetise the influence she had through her social media platform. We presently call this an ‘influencer’.¹ It was a job that really did not exist a few decades ago. The closest thing may have been how sports stars and TV celebrities made large amounts of money by endorsements of products—they were a kind of ‘influencer’, but their main job was something else. Over years, technological changes had enabled the creation of this job.

We saw in Chapter 3 the potential role of technology, through both *Nineteen Eighty-Four* and *The Circle*. The authors of both books tried to imagine technologies of the future and how they would be used, but in neither case wrote beyond the realms of possibility. In all probability, the technologies seemed all too real in each of the three books featured in that chapter. Importantly, it was the social order that shaped how technology would affect people’s lives.

Popular interest in the future of work, however, often centres around how technological change will affect the types of jobs we do. So let us look at that. In this chapter, we look at trends in employment and how they will be affected by two of the ‘mega-drivers of change’ mentioned earlier: technological change through digitalisation, and demographic change. On the supply side, we consider the ‘ageing’ and so-called ‘feminisation’ of

the workforce. We will see that demographic changes affecting workplaces include workforce ageing and growing female labour force participation. On the demand side, we look at the sorts of jobs that will be created and destroyed by technical change. We also consider the veracity of competing claims about the future numbers of jobs. Will over 40 per cent of present jobs not exist, as allegedly estimated in a study at Oxford University?2 We look at the areas of growth and decline in the industries and occupations of employment, and the levels of skills, if any, that will be demanded. There are major industrial changes (such as the decline of manufacturing) and occupational changes (the shift to ‘white collar’ work, including professional employment). We also mention six ‘disruptive technologies’ identified by the International Labour Organization (ILO) as affecting the world of work. So, the demand side dominates this chapter. We finish with a discussion on the implications for trends in inequality and ethics.

External forces for change in the workplace

The ILO, in one of its publications, identified four major forces for change in the workplace: demographic change; technological change; globalisation; and climate change.3 To these might be added another matter frequently raised by the ILO: changes in the employment relationship,4 which we cover in Chapter 6.

We discussed globalisation in Chapter 2, and we will discuss climate change in Chapter 9. Demographic change refers to changes in the characteristics of workers themselves. Technological change may affect what employers produce (their industries), what employees do (their occupations), and the organisation of work including the employment relationship itself. So we will cover demographic changes first.

---


Demographic changes

On the supply side, there are two important forces to consider: an ageing and maybe a ‘feminising’ workforce.

An ‘ageing’ population

We are all getting older, of course (well, you are, anyway). But this term refers to the tendency for the workforce’s share occupied by young workers to decline, while the share of older workers increases. The former phenomenon is due to gradually declining birth rates, and the latter phenomenon reflects a trend for workers to retire later (particularly since the mid-1990s) and for women workers, in particular, to return to the workforce in growing numbers after their children have gone to school, or left home. So the average ‘age’ of the workforce, arithmetically, increases.

This trend is expected to continue, across all developed nations, though it is less a phenomenon in Australia than in most other advanced developed nations (in no small part due to immigration and a higher birth rate).

This creates some dilemmas for policy-makers. For a long time, governments were encouraging early retirement, on the rationale that retiring early would create ‘room’ for younger people entering the workforce. Now they worry about the implications for public finances, and how the workforce would be able to pay for aged care without raising taxes (as if taxation levels were set at some constant, which rather ignores the great cross-national variations in tax rates).

A common response is to lift retirement ages. At a number of levels this makes sense. Fewer jobs are manual. But what about those workers who have spent their lives in manual jobs? Increasing life expectancy reflects falling deaths from disease and accidents in working-age people, but it does not make postponing retirement any easier for workers whose bodies are, for work-related purposes, worn out by the time they hit their mid-60s. Some have been in low paid jobs. This makes an argument for easier access to disability pensions, but the trend has been in the opposite direction, in order to reduce public spending. Those with low capacity are being asked to pay for demographic changes from which they have not benefited.
Governments urge employees to work longer, but have so far found no effective antidote to employer discrimination against older workers. Age discrimination in employment is widespread, evident in data on post-redundancy experiences, for example, and very difficult to detect. The problem may not be an insufficient number of prime-age workers but an insufficient number of workers that employers are willing to accept.

Changing female participation
I have already mentioned that women in developed countries are returning to the workforce in growing numbers after their children have gone to school, or left home. So it is in the 35-and-above age groups that increases in women’s labour force participation over the last two or three decades have been greatest. But women are also increasing their participation amongst some lower age groups as well, when children are younger (or not yet born).

Much, but not all, of this supply of female labour has been people looking for part-time hours, as the domestic division of labour means that it is women, rather than men, who are expected to provide primary care for children, including after-school hours.

But while the ‘ageing’ of the population is expected to continue, across all developed countries, the projections for female participation are less uniform. The ILO commented:

the global gap in participation rates between women and men stood at more than 26 percentage points in 2016—a figure which is close to or exceeding 50 percentage points in Arab States, Southern Asia and Northern Africa. Looking ahead to 2030, based on current trends, there is little or no improvement expected in the gender gap at the global level.


Female labour force participation is high in very poor countries. It is lower in middle-income countries, and higher again in high-income countries. A very stylised way of explaining this would be to say that, in very poor countries, most women work since household incomes are so low. As incomes rise, for example through industrialisation, women can leave the workforce and focus on childcare, and it may seem rational in a sense to do so as men typically receive higher pay (hence, for example, female labour force participation in China has been declining for at least two decades). As national incomes rise, and institutions supporting women in the workforce improve (e.g. state-subsidised childcare or maternity leave entitlements), women re-enter the workforce and participation rises again.

It is an overly simplistic story because there are very large divergences in female labour-force participation among countries with similar levels of economic development, reflecting such matters as the availability and acceptance of education for women (which reduces participation among the young, but increases it among older women by increasing incomes) and dominant norms about working women. Educational norms help us understand, for example, the very high gender gaps in labour participation in some of the regions mentioned above.

Industrial changes

Over the past four decades, manufacturing has been in relative decline in developed countries. Between 1970 and 2013, manufacturing jobs’ share in total employment fell from 24.3 per cent to 11.9 per cent across the OECD. The ‘services’ sector—a term used to describe anything that isn’t primary (agriculture, forestry, fishing or mining) or secondary (manufacturing) industry, so it is not all that useful—has increased its share of employment. Within the services sector, health, community and aged care has grown substantially and is now the largest employer. By 2030, ‘healthcare and social assistance’ is likely to be close to 15 per cent
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of Australian employment, and manufacturing, accounting for a quarter of the workforce in the 1960s, will be less than 5 per cent.\textsuperscript{12} The trend may be less pronounced, but it will be in the same direction, in most industrialised countries.\textsuperscript{13}

**Occupational changes**

There has been a long-term decline in ‘blue collar’ or ‘manual’ work, mirrored by an equivalent increase in ‘white collar’ or ‘non-manual’ work. For example, in Britain, the blue collar share of jobs fell from 62 per cent in 1961 to 41 per cent in 1991 and a mere 29 per cent in 2006.\textsuperscript{14} This is despite the fact that some jobs classified as being in the ‘services’ sector are ‘blue collar’ jobs in construction or utilities. Among ‘white collar’ work, professional occupations have particularly grown, including medical professions such as doctors, nurses and associated health professionals.

The emphasis has been more on jobs requiring higher level or creative skills. So in 1996, Australian employment of photographers and, on the other hand, photographic designers and printers, were both around 8,000; by 2014 the former group was more like 12,000, the latter group almost disappeared. In 2001 there were almost 30,000 graphic designers and almost 30,000 printers and graphic press workers; by 2014 there were close to 50,000 of the first group and 20,000 of the second.

Between 2003 and 2012 the greatest increase in employment was in the jobs requiring the highest skill levels (employment in occupations with ‘skill-level 1’ grew by 38 per cent, and ‘skill-level 2’ grew by 32 per cent, compared to 10 per cent, 18 per cent and 6 per cent respectively amongst skill levels 3, 4 and 5).\textsuperscript{15}

\textsuperscript{12} Katherine Barnes and Peter Spearritt, eds, *Drivers of Change for the Australian Labour Market to 2030* (Canberra: Academy of the Social Sciences in Australia, 2014).
\textsuperscript{13} Even in Germany, the OECD’s largest manufacturer, the share of manufacturing in employment fell from 33 per cent in 1970 to 18 per cent in 2013. Organisation for Economic Co-operation and Development, *Chapter 1. Knowledge Economies: Trends and Features*.
CSIRO researchers analysed employment patterns of occupations since the 1980s and found that jobs involving ‘people skills’ grew most rapidly, jobs working with machines or doing manual work declined the most in numbers, and knowledge and service occupations grew about average (though, within knowledge occupations, those involving the highest skills grew most rapidly, while those involving the lowest skills grew least rapidly).

**Global value chains**

A major phenomenon, by which firms have incorporated changes in technology and management systems into their production structures, has been the growth of global value chains (also referred to as ‘global supply chains’ or even ‘global value networks’). For example, Woyzbun, Beitz and Barnes showed the many countries involved in the construction of a Boeing 787 Dreamliner, including:

- the engines from Rolls-Royce in Derby, UK, and GE in Evendale, Ohio, USA
  - but the engine covers (‘nacelles’) from Goodrich in Chula Vista, California, USA
- the wing from several countries including:
  - the main part of the wing from Mitsubishi in Nagoya, Japan
  - the wing tips and flap support fairings from KAL-ASD in Busan, Korea
  - the leading edge from Spirit in Tulsa, Oklahoma, USA
  - the fixed trailing edge from Kawasaki in Nagoya, Japan
  - the moveable trailing edge from Boeing in Melbourne, Australia
  - the centre wing box from Fuji in Nagoya, Japan
- the fuselage also from several countries:
  - the forward fuselage from Spirit in Wichita, Kansas, USA
  - the mid-forward fuselage from Kawasaki in Nagoya, Japan
  - the centre fuselage from Alenia in Grottaglie, Italy

---

– the aft fuselage from Boeing in Charleston, South Carolina, USA and from KAL-ASD in Busan, Korea
– the passenger doors from Latecoere in Toulouse, France
– the cargo access doors from Saab in Linköping, Sweden

• as for the tail:
  – the horizontal stabiliser from Alenia in Foggia, Italy
  – the tail fin and tail cone from Boeing in Frederickson and Auburn, respectively, both in Washington, USA

• and when you land:
  – the main landing gear well from Kawasaki in Nagoya, Japan
  – the landing gear doors from Boeing in Winnipeg, Canada
  – the landing gear from Messier-Dowty in Gloucester, UK.  

In the manufacture of mobile phones and other digital devices, Apple only employs a small fraction of the more than 700,000 people who are part of its global value chain.  

Global value chains are the most efficient way for a major corporation to maximise profits. Especially when production is undertaken in less developed countries, they provide low costs while still enabling the corporations to maintain control over the production process but avoid accountability for poor behaviour (low wages, bad or hazardous working conditions) overseen by managers within that production process. It is thus both controversial and accepted as the normal way of doing things. We look again at global value chains (and the broader employment model of which it is a part, referred to as ‘not there’ employment) in Chapter 6.

Global (‘transnational’) corporations are, in turn, commonly owned by clusters of international financial institutions. A global corporation must have a formal headquarters in a physical location somewhere, and its managers and directors all have some geographical home, but chains of command and ownership rely less and less on geographic ties. Hence researchers increasingly talk of a transnational capitalist class and of
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individual beneficiaries’ minimal contributions to any state revenues, due to the use of tax havens to avoid what were once considered to be civic responsibilities.20

The future of employment growth

What are the jobs of the future? There are short-term trends to consider—for which the recent path is a reasonable guide—and there are longer-term trends, which are necessarily harder to pick and dependent on a range of technological, social and economic developments. So we look first at the short term, before considering new technology and what that might mean for the longer term.

Employment growth in the near future

A reasonably representative indication of industrialised countries generally might be found in the employment projections of Australia’s Department of Jobs and Small Business. It projects employment growth five years ahead, based on fairly sophisticated extrapolations from the recent past and information at hand about likely developments, and in 2017 it projected that, by 2022, the fastest employment growth was expected to occur in the healthcare and social assistance industry (with 16 per cent total growth in employment) followed by professional, scientific and technical services (13 per cent), and education and training (12 per cent). Industries expected to show an absolute fall were electricity, gas, water and waste services (by 7 per cent); manufacturing (4 per cent); and agriculture, forestry and fishing (1 per cent). The biggest contribution to employment growth was also expected to come from the healthcare and social assistance industry, which was expected to add a bit over a quarter of net new jobs. Essentially, this reflects expectations that lots of people are going to get old over the next few years.

The occupational group with the largest growth rate was expected to be community and personal service workers (19 per cent), while the worst job prospects were for clerical and administrative workers (just 2 per cent growth). That said, these were averages only, and within each of these occupational groups there was lots of variation. For example, among professionals, the fastest growing profession at the more disaggregated level (audiologists and speech pathologists or therapists) had projected employment growth of 32.6 per cent, while at the other end the worst (surprisingly, ICT sales professionals) was projected to face an employment fall of 11 per cent. The fastest growing occupation at this level of disaggregation was aged and disabled carers (47 per cent), who would also provide the biggest contributions to projected employment growth, while other major contributions were expected to come from registered nurses, child carers and general sales assistants. At the other end of the scale, it looked like there could be a lot of displaced secretaries, farmers, accounting clerks, bookkeepers, checkout operators, technical sales representatives and people in several manufacturing occupations.

And what about skill levels? Generally speaking, in the past technological change has tended to have greater impacts on low-skilled than high-skilled jobs, but is that what is projected over the next five years? Those same Australian projections indicated that the fastest employment growth rate, and the greatest contribution to employment, was still expected to be made by the highest skill-level group (skill-level 1). The next highest growth rate is among skill-level 2. But, interestingly, skill-level 4 (the second lowest) is projected to have considerably faster growth than skill-level 3 (the middle skill-level, which was expected to be the worst of all five groups). The biggest factor in the expected growth of skill-level 4 is the growth in aged and disabled carers, which, in Australia, will be promoted by the National Disability Insurance Scheme but is really an integral feature of most industrialised countries’ employment futures. So it is not a uniform picture. That said, there was tremendous variation between the occupations that make up each skill level. European data also suggests that employment growth will, on average, be strongest in the high-skilled occupations but that, as some jobs requiring high skills are at risk of being automated, highly educated workers might also face increased competition on the labour market.21 In short, with some caveats,

future employment prospects were not so much a question of ‘how skilled you are likely to be’ but ‘in what area you have (or you can obtain) skills’. The European target strategy target of 25 per cent of people ‘engaging in learning throughout their lives by 2025’ may be insufficient. The variability of experiences over time also tells us that adaptability is going to be very important as well, perhaps more important than the specific area in which people have skills.

Recent developments in technology

Over the past half-century, several developments in technology have significantly affected the workplace. These include computer chips; word processing, spreadsheets and personal computing; communication technology (mobile phones); automation and robots; the internet; and barcodes and scanning. In recent years, there has been considerable excitement about the role of technology in the future of work, including whether or not this will lead to a net loss of jobs and, if so, by how many; and, to a lesser extent, what impact it will have on the way work is organised.

The ILO has identified six ‘disruptive’ technologies. These are:

• the ‘internet of things’—a network of physical objects that have an IP address and internet connectivity and communication;
• ‘big data’—a massive volume of structured or unstructured data, sometimes derived from commercial or personal transactions to predict behaviour or drive complex algorithms for such functions as language translation;
• ‘cloud computing’—a network of remote servers to store, manage and process data, used instead of local computers;
• robotics—goods- or service-producing computers that, mechanically, behave in some way like humans would; by 2018 an estimate is that there will be 1.3 million robots in factories (though few of those look remotely human);
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3D printers—creating three-dimensional objects based on computer programs;

machine learning—giving computers the ability to learn autonomously, without being explicitly programmed (creating what is known as artificial intelligence).

The last three of these in particular have the potential to make many jobs, perhaps even industries such as manufacturing, obsolete. The ‘internet of things’, ‘big data’ and ‘cloud computing’ will affect how we work, but robotics, 3D printing and machine learning will affect both how we do our work and how many jobs there will be. Some alarmist predictions have been made, including one discussed below that 47 per cent of US jobs would be rendered obsolete by technical change. Regardless of any exaggeration, artificial intelligence means that it is no longer just routine jobs that are threatened by new technology.

How many jobs in the longer term?

Each year many new jobs are created, while many others are destroyed as firms downsize or close. The figures you see in the news each month, about how many jobs were ‘created’ (or ‘lost’) in the economy, are just net figures, disguising some large gross movements in both directions.

Some jobs will be easy to replace with machines, once artificial intelligence (AI) is more developed. Some jobs, particularly many involving emotional labour or creativity, will be much harder to replace. There are two main estimates that have been made of the number of jobs that will be eliminated by new technologies, AI and automation. The first one, which received a lot of publicity, came from two Oxford researchers, Frey and Osborne, and was published in 2013. It found that ‘around 47 per cent of total US employment is in the high risk category’. Their method was essentially to get an expert panel to look at 70 occupations, assign them into the ‘automatable’ (their term) or ‘not automatable’ categories, look at the characteristics or tasks of those jobs and, using US data, estimate the probability of automation of the other 632 US occupations for which they could get data.
The alternative view, put by three German researchers writing a study for the OECD\textsuperscript{25} and published in 2016, looked at data about individual jobs, not whole occupations, and concluded that ‘on average across the 21 OECD countries, 9 per cent of jobs are automatable’, and the figure was the same for the US. In effect, they took as their starting point Frey and Osborne’s estimates for occupations but then applied those data to what individual employees said about their own work in another survey.

My own view is that Frey and Osborne’s very large numbers do not tell us anything about how many jobs are going to be displaced, because occupation is too broad a category. The OECD researchers are probably a little closer to the mark, but substantial gross job losses seem likely. Neither, however, really tells us about how much unemployment will be created by technological change, for two main reasons.

The first is that these estimates do not (and usually cannot) take account of the cost of new technology. New technology has meant a proliferation of automatic car washes, but many car washes are still labour-intensive, because those machines are very expensive, and often people are cheaper. A while ago I came across a cartoon featuring two nurses and a robot ‘nurse’: one human nurse turns to the other and says ‘He’s being returned to the supplier. It turns out that his running costs are higher than our wages’.\textsuperscript{26} That is before even taking account of the capital costs of new technology. We have the technology for commercial supersonic aircraft that would take us to the other side of the world in less than half a day. It would push workers in many airlines out of a job. We have had it for half a century. We do not do it because it is just too expensive to do what we would need to do.

The second reason, why those studies do not tell us how much unemployment will be created by technological change, is that they do not attempt to take account of how many new jobs will be created. Suppose technological change means a robot can now produce a toaster for half the price of one made previously. Most of those people previously making toasters would not be employed any more—or at least when they leave they would not be replaced. But because the toaster is cheaper, we as consumers now have money to spend on something else, not just
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\textsuperscript{26} View the cartoon at agedcaresite.wordpress.com/2015/01/27/aged-care-terminators/.
a toaster, that we did not have before. This ‘new consumption’ effect in turn will create more jobs. It is a more important effect than that arising from the fact that some people will be used to make the new machines. New technology results in the loss of some (perhaps many) jobs, and their partial, perhaps complete, replacement with other jobs, the net effect being on average less repetitive work requiring more skill—that is, the liberation of many workers from ‘drudgery’. New jobs are created largely because people have more money to spend on consumption and buy things they did not buy before.

That said, some newly created jobs (empirically, a minority) involve less skill than previously (so there is no ‘liberation’ there); and some workers are not employed in the new jobs—they lack the ‘skills’ or location necessary for such employment, creating what is called ‘structural unemployment’. The net effects of all this on the number of jobs is a bit uncertain. In particular, it depends on who saves money as a result of technological change—a point I will come back to shortly.

Bursts of technological change since the beginning of the industrial revolution over two centuries ago are not what has not led, in itself, to mass unemployment and depression. We certainly have experienced periods of mass unemployment, but these were not due to technology; they were due to the cycles and crises of capitalism and the failures of government macroeconomic management. Whether an economy ends up with ‘full employment’ after a period of technological change depends much more on whether the state can ensure adequate demand (including through fiscal and monetary policy, and through enabling the benefits from productivity improvements to feed into consumer demand) and on whether the state can ensure retraining and re-employment of structurally affected workers than it does on the rate of technological change. Periods of structural unemployment also tell us that governments need to be active in training and retraining displaced workers for future skills, because the market will not do it, left to itself.

It is common to think of the rate of technological change as being unusually high at the moment, and to suggest, by that logic, that the past pattern (of new jobs replacing old ones) would not be repeated. However, to quantify the effects of technological change you look at productivity

growth—and productivity growth in most OECD countries peaked in the postwar era of full employment. It has declined each decade since the 1970s—that is, the pace (or at least the effect on labour demand) of technological change has been in medium-term decline.\textsuperscript{28}

There is not much point in predicting in great detail what we will spend our extra money on and so what jobs will be created. History is littered with unfulfilled predictions about future technologies and jobs; though I suspect we can be confident that projections that the biggest employment growth will be among health professionals, followed by carers and aides, and business, human resource and marketing professionals, are roughly on the mark.\textsuperscript{29}

But still, many people are interested in the jobs likely to disappear, even if others will likely be created in their place. Structural unemployment will almost certainly occur, affecting individuals and regions. That is because the jobs that are lost will involve different skills to the jobs that are created, and the people who lose jobs may not have, or live in an area where they can obtain, the skills that are needed to occupy the new jobs that are created.\textsuperscript{30} The more people lack, and cannot obtain, those skills, the fewer new jobs will be created, because inflation will start to increase at a lower level of economic activity and governments will be reluctant to allow the economy to expand at a rate that permits inflation to expand above some desirable level.

So the first big constraint on economies’ ability to create new jobs in response to technology’s destruction of other jobs will be where the public money goes—that is, the willingness and ability of governments to spend money on effective structural adjustment programs. These are programs that retrain people who lose, or never get, jobs as a result of new technology, and help establish new enterprises, often new industries, in regions where those people live. The problem is that one of the tenets of neo-liberalism has been to reduce public spending, a tenet that runs counter to this need for structural adjustment expenditure.

A number of governments in industrialised countries have put resources into ‘active labour market policies’ that go part way in this direction. One of these was Denmark, from where the term ‘flexicurity’ emerged to describe programs that combined ‘flexibility’ (for employers—it was easy to lay off workers) and ‘security’ (i.e. displaced workers had easy access to income support and retraining programs), an approach that earned the enthusiastic support of the OECD. But, over time, there was more emphasis placed on the ‘flexi’ part, and spending on those programs that promoted ‘security’ was cut back. Now the term ‘flexicurity’ is associated in many minds with the promotion of greater flexibility and insecurity. There are many examples of creative approaches that have been taken in the past to adjust to the structural loss of jobs, but it will take a radical change in approach by many governments to adequately respond to the digital changes that lie ahead.

The second big constraint on economies’ ability to create new jobs in response to technology’s destruction of other jobs will be where the private money goes—that is, who saves money as a result of technological change. For much of the postwar period in the twentieth century, the gains from productivity growth were fairly evenly shared between capital and labour, so no major change in the distribution of income happened. In recent years, though, as a result of the changing balance of power, the gains from productivity growth—that is, the gains from new technology—have been absorbed mostly by capital, by high-income earners. This has been most evident in the USA, where since the 1980s productivity has grown substantially, but real median wages have been stagnant, so profits have soared and income has been redistributed to the wealthy: most of the increase in inequality has been due to a rising share of the top 0.1 per cent.

That rather fortunate scenario I painted earlier, about what happens when a robot starts making toasters, depends on what happens to the price of the toaster after the robot has made it. If the full benefit of that productivity gain is passed on as lower prices, then all those savings will be available to be recycled in continuing demand. Alternatively, if wages for the remaining toaster workers go up by a significant amount, then again maybe all those productivity gains can be recycled in continuing demand.

But what happens if the corporation increases its share of income as a result of this change? Prices might go down, but not all the way; wages might even go up a bit, but not enough to account for all the productivity gain; and the capitalist then pockets the rest. Maybe it will be reinvested, or maybe paid out as dividends. If the latter, the new demand might not be enough to offset the loss of jobs.

The problem for job creation is that the wealthy are less likely than lower income earners to spend their money in a way that will create jobs—they have what economists call a considerably lower marginal propensity to consume. They are more likely to save additional money they receive by putting it into financial assets, perhaps as savings in a Cayman Islands account, or status goods such as artworks, of which the increase in value leads to no new jobs being created. By contrast, lower income earners are more likely to spend additional money on consumption items, the production of which leads to other people being employed. In the extreme case, if all the income generated by new technology were to be spent on artworks, then almost no jobs would be created to offset the gross loss of jobs. In reality, not all money flowing to the rich is lost in this way—some ‘conspicuous consumption’ creates some jobs—but if the benefits of digital change flow much more to the rich, then insufficient jobs will be created to offset those lost by new digital technology. When Citigroup economists sought to explain the growth of income inequality in favour of the group they called the ‘plutonomists’ or the ‘uber-rich’, the first of the six drivers they listed was ‘an ongoing technology/biotechnology revolution’. Their emphasis, unfortunately, was on the benefits to investors of buying shares in the companies that produced conspicuous-consumption goods.

A solution sometimes offered to this conundrum is to create a universal basic income (UBI). This is discussed more in Chapter 11; here we just observe that it would not stop the high growth in incomes and expenditures of the wealthy alluded to by the Citibank economists, though it may have other effects.

Much of the debate about the number of jobs displaced by new technology misses what else we could be focused on, particularly when examining work. Technological change has often been used to increase managerial or owner control (e.g. through barcodes, computer timing in call centres or apps in the ‘gig economy’). This has often also enabled management to increase its control over the timing of labour—and more casual or labour hire employment—but there is little new, historically, about this. It harks back to the way labour was used, including through piece rates and contract labour, in the early parts of the industrial revolution or even in the nineteenth century. And some technologies may have reverse effects (e.g. social media may have facilitated collective action).

Technological change in itself is neither malevolent nor benign. What matters is the social context within which it exists and the use to which it is put. The application of Einstein’s theories of special and general relativity led to many lives being saved through new medical diagnostic and treatment procedures, but hundreds of thousands dying in Japan. The geospatial tracking that this theory made possible also makes it easier for us to find our way to the location of bookstores, but easier for trucking companies to monitor and control their workers—though also easier for the European Commission to enforce safe driving practices by truck drivers. Computers have made aspects of the lives of academics like me better, in as much as they enable research that could not be done in the past, but they have also led to surveillance and work intensification for workers in many industries like warehousing, call centres and even higher education. So the issues about technology and the future of work are more about the implications for power, control and equality or inequality. We will look at this issue in more detail in chapters to come. But first, we look more closely at the jobs that indeed might be under threat.

Which jobs?

The best publicly available data on jobs at risk from technological change come from the Frey and Osborne (2013) study mentioned earlier. So Table 4.1 lists the expected ‘automatability’ of occupations, using the US occupational classification system, for the 20 least susceptible and (below them) the 20 most susceptible to automation among those
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36 This classification system is not the same as that used in Australia.
300 occupations large enough to have their size estimated by gender in the US regular common population survey. It also shows the estimated size of employment of that occupation, based on data from the US Current Population Survey (CPS).

Table 4.1: Risk of automation, US occupations, ranked by probability of automation

<table>
<thead>
<tr>
<th>Employment ('000)</th>
<th>Risk of automation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low risk</strong></td>
<td></td>
</tr>
<tr>
<td>First-line supervisors of mechanics, installers and repairers</td>
<td>253</td>
</tr>
<tr>
<td>Occupational therapists</td>
<td>122</td>
</tr>
<tr>
<td>Lodging managers</td>
<td>156</td>
</tr>
<tr>
<td>Dieticians and nutritionists</td>
<td>114</td>
</tr>
<tr>
<td>Physicians and surgeons</td>
<td>1,079</td>
</tr>
<tr>
<td>Psychologists</td>
<td>187</td>
</tr>
<tr>
<td>Elementary and middle-school teachers</td>
<td>3,268</td>
</tr>
<tr>
<td>Dentists</td>
<td>159</td>
</tr>
<tr>
<td>First-line supervisors of police and detectives</td>
<td>95</td>
</tr>
<tr>
<td>Medical scientists</td>
<td>161</td>
</tr>
<tr>
<td>Counsellors</td>
<td>853</td>
</tr>
<tr>
<td>Human resources managers</td>
<td>327</td>
</tr>
<tr>
<td>Recreation and fitness workers</td>
<td>480</td>
</tr>
<tr>
<td>Training and development managers</td>
<td>63</td>
</tr>
<tr>
<td>Speech/language pathologists</td>
<td>141</td>
</tr>
<tr>
<td>Computer systems analysts</td>
<td>554</td>
</tr>
<tr>
<td>Social and community service managers</td>
<td>390</td>
</tr>
<tr>
<td>Medical and health services managers</td>
<td>671</td>
</tr>
<tr>
<td>Preschool and kindergarten teachers</td>
<td>712</td>
</tr>
<tr>
<td>Secondary school teachers</td>
<td>1,039</td>
</tr>
<tr>
<td><strong>High risk</strong></td>
<td></td>
</tr>
<tr>
<td>File clerks</td>
<td>182</td>
</tr>
<tr>
<td>Payroll and timekeeping clerks</td>
<td>129</td>
</tr>
<tr>
<td>Counter and rental clerks</td>
<td>109</td>
</tr>
<tr>
<td>Crushing, grinding, polishing, mixing and blending workers</td>
<td>72</td>
</tr>
</tbody>
</table>

In brief, it shows that several health-related professions, some types of managers or supervisors and even HR managers, appear pretty immune from replacement by machines. On the other hand, telemarketers, insurance underwriters, tax preparers and data entry keyers look, on this method, pretty doomed.

Despite the size threshold, the list contains many small occupations. So if we want to work out what sorts of workers are most likely to need to take-up resources for retraining, we could consider the data another way. Table 4.2 does that, by linking the danger of automatability to CPS employment estimates. The last column of Table 4.2 multiplies those numbers together, to give the expected ‘employment risk’ of an occupation, which can be thought of as the statistically expected number of people in an occupation displaced by technology, following the methodology of Frey and Osborne. The important thing is not the absolute value of the ‘employment risk’ since, as I mentioned, I think Frey and Osborne have overestimated the probability of automation. Rather, it is more useful to approach the last column in the table as indicating something about the relative numbers of workers at risk in an occupation. Even then, we should be very cautious.

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Employment ('000)</th>
<th>Risk of automation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit authorisers, checkers and clerks</td>
<td>55</td>
<td>97%</td>
</tr>
<tr>
<td>Driver/sales workers and truck drivers</td>
<td>3,506</td>
<td>98%</td>
</tr>
<tr>
<td>Bookkeeping, accounting and auditing clerks</td>
<td>1,089</td>
<td>98%</td>
</tr>
<tr>
<td>Inspectors, testers, sorters, samplers and weighers</td>
<td>793</td>
<td>98%</td>
</tr>
<tr>
<td>Shipping, receiving and traffic clerks</td>
<td>623</td>
<td>98%</td>
</tr>
<tr>
<td>Claims adjusters, appraisers, examiners and investigators</td>
<td>350</td>
<td>98%</td>
</tr>
<tr>
<td>Tellers</td>
<td>306</td>
<td>98%</td>
</tr>
<tr>
<td>Packaging and filling machine operators and tenders</td>
<td>292</td>
<td>98%</td>
</tr>
<tr>
<td>Insurance claims and policy processing clerks</td>
<td>237</td>
<td>98%</td>
</tr>
<tr>
<td>Parts salespersons</td>
<td>130</td>
<td>98%</td>
</tr>
<tr>
<td>Order clerks</td>
<td>107</td>
<td>98%</td>
</tr>
<tr>
<td>Models, demonstrators and product promoters</td>
<td>61</td>
<td>98%</td>
</tr>
<tr>
<td>Data entry keyers</td>
<td>267</td>
<td>99%</td>
</tr>
<tr>
<td>Tax preparers</td>
<td>107</td>
<td>99%</td>
</tr>
<tr>
<td>Insurance underwriters</td>
<td>104</td>
<td>99%</td>
</tr>
<tr>
<td>Telemarketers</td>
<td>58</td>
<td>99%</td>
</tr>
</tbody>
</table>

Source: Frey and Osborne (2013) and US CPS Table 11.
in interpreting these numbers, as they fail to account for any differences in the costs of automation between occupations. So it is a rough guide, at best. Moreover, the risk of automation takes no account of the likely growth or decline in employment in a particular occupation due to other demand-related factors operating in product markets, especially the changing consumer behaviour as more consumption is freed by cheaper goods arising from new technology—an effect that is almost impossible to try to estimate with any certainty for all but a very short period ahead.

Table 4.2: Risk of automation, US occupations, ranked by size of employment risk

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Employment ('000)</th>
<th>Risk of being automated</th>
<th>Expected 'employment risk'</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver/sales workers and truck drivers</td>
<td>3,506</td>
<td>0.98</td>
<td>3,436</td>
</tr>
<tr>
<td>Cashiers</td>
<td>3,253</td>
<td>0.97</td>
<td>3,155</td>
</tr>
<tr>
<td>Retail salespersons</td>
<td>3,235</td>
<td>0.92</td>
<td>2,976</td>
</tr>
<tr>
<td>Secretaries and administrative assistants</td>
<td>2,769</td>
<td>0.96</td>
<td>2,658</td>
</tr>
<tr>
<td>Waiters and waitresses</td>
<td>2,016</td>
<td>0.94</td>
<td>1,895</td>
</tr>
<tr>
<td>Cooks</td>
<td>2,079</td>
<td>0.83</td>
<td>1,726</td>
</tr>
<tr>
<td>Construction labourers</td>
<td>1,946</td>
<td>0.88</td>
<td>1,712</td>
</tr>
<tr>
<td>Accountants and auditors</td>
<td>1,804</td>
<td>0.94</td>
<td>1,696</td>
</tr>
<tr>
<td>Labourers and freight, stock and material movers, by hand</td>
<td>1,930</td>
<td>0.85</td>
<td>1,641</td>
</tr>
<tr>
<td>Janitors and building cleaners</td>
<td>2,307</td>
<td>0.66</td>
<td>1,523</td>
</tr>
<tr>
<td>Customer service representatives</td>
<td>2,494</td>
<td>0.55</td>
<td>1,372</td>
</tr>
<tr>
<td>Office clerks, general</td>
<td>1,271</td>
<td>0.96</td>
<td>1,220</td>
</tr>
<tr>
<td>Receptionists and information clerks</td>
<td>1,267</td>
<td>0.96</td>
<td>1,216</td>
</tr>
<tr>
<td>Managers, all other</td>
<td>4,398</td>
<td>0.25</td>
<td>1,100</td>
</tr>
<tr>
<td>Sales representatives, wholesale and manufacturing</td>
<td>1,264</td>
<td>0.85</td>
<td>1,074</td>
</tr>
<tr>
<td>Bookkeeping, accounting and auditing clerks</td>
<td>1,089</td>
<td>0.98</td>
<td>1,067</td>
</tr>
<tr>
<td>Maids and housekeeping cleaners</td>
<td>1,527</td>
<td>0.69</td>
<td>1,054</td>
</tr>
<tr>
<td>Personal care aides</td>
<td>1,365</td>
<td>0.74</td>
<td>1,010</td>
</tr>
<tr>
<td>Stock clerks and order fillers</td>
<td>1,525</td>
<td>0.64</td>
<td>976</td>
</tr>
<tr>
<td>Carpenters</td>
<td>1,351</td>
<td>0.72</td>
<td>973</td>
</tr>
</tbody>
</table>

Source: Calculated from Frey and Osborne (2013) and US CPS Table 11. Column 4 is column 2 multiplied by column 3.
Still, it is noteworthy that drivers (including truck drivers) are at the top of the list, due both to the large number in the occupation and the high risk of automation, followed by cashiers, retail salespersons, secretaries and administrative assistants, and then waiters and cooks.

What does this all mean for the future of jobs and careers?

There are a couple of ways that this sort of information may be used by people to predict the future. One is to extrapolate from existing trends. The second is to use your imagination.

There is a logic to the first. What can we know about other than what we know about? And for short to medium term trends, it’s not a bad way to go. In effect, that is what government bureaucrats do in making projections, often in a rather sophisticated way and taking a little account of things that may make them think the current direction may be disrupted in some way. But even this can be difficult. Circumstances can change rapidly. For example, Ibis World in 2015 forecast 9 per cent growth in employment in black coal over the period from 2015–16 to 2020–21. By April 2016, Ibis World had revised its 2020–21 employment forecast downwards by 5.5 per cent, to growth of just 2.8 per cent. Around this time, forecasts by the Australian Department of Employment were for a 20 per cent decline in employment in the coal industry by 2020. Two years later and the five-year forecast by that department was for a decline of just 7.6 per cent. While the long-term prospects for coal mining are pretty clear (i.e. there aren’t any), in the short to medium term they are very volatile, dependent in no small part on coal prices and on who does the numbers.

The further you look ahead, the less useful the present is as a guide to the future. This is especially the case in employment because technology is hard to predict and changing consumption patterns are even harder to predict. Some factors are evidently important, such as the ageing population and the increasing demands that will be put onto care workers.

---

In the short to medium term, it is very clear this will be a major area of growth. But in the long term? Robots are being developed to provide care in various forms for older people. Will people want these? Will they be economic? Will models of funding encourage or discourage providers from deploying them?

On the other hand, what about jobs in new technology—like computer designers and programmers? If technological change is going to be so rapid and important, would not that be the place to be? Maybe, but remember that ICT sales professionals had one of the greatest employment declines projected to 2022. Computer systems analysts may be hard to replace with machines, but some people argue that computer programming will eventually be done by other computers, once AI becomes more advanced. Computer industries and occupations are likely to become strategically important, but they need not be numerically important to do that. It is probably true to say that caring occupations will be very important in the long term, but how important is harder to estimate.

One of the major projects looking at the future of employment has been undertaken by Australia’s Commonwealth Scientific and Industrial Research Organisation (CSIRO) which, although specifically about that country, had implications for many other developed countries.\(^{40}\) Going more on imagination than extrapolating trends in numbers, CSIRO speculated about six new jobs that may emerge, which they described as:

- bigger big-data analysts;
- complex decision support analysts (reflecting a move from ‘big data’ to ‘big decisions’ and ‘an explosion of choice’);
- remote-controlled vehicle operators (for drones, trucks, boats, etc.);
- customer experience officers (for mostly virtual shoppers);
- personalised preventative-health helpers (like personal trainers but in preventative health);
- online chaperones (in cybersecurity, management of online identities, responding to online bullying etc.).\(^{41}\)

\(^{40}\) Hajkowicz et al., *Tomorrow’s Digitally Enabled Workforce*.

\(^{41}\) Ibid., 76–82.
Interestingly, despite it being a scientific organisation, the CSIRO’s report did not overly emphasise the growth of work related to scientific, technological, engineering or mathematical (STEM) fields in the future. While arguing that STEM skills would ‘certainly be in demand’, the report asserted that:

our aging population means that the healthcare and aged care sectors will be the largest employers and thus most workers will need some hybrid of technical, business, creative and interpersonal skills. Although development of ‘soft’ skills in students is on the agenda of some tertiary education providers today, development and integration of specific programs in collaboration with employers might still be needed to ensure graduates are prepared for future workplace needs.\(^{42}\)

A lot of scary or at least overblown stories are written about future jobs, with authors sometimes breathlessly exclaiming that 50 per cent of jobs studied for at university will disappear by some date (I have not been able to track down the original source, but if it is the Frey and Osborne research it is a misrepresentation of their findings) or that the top in-demand jobs now did not exist in the early 2000s (Really? No aged care workers?). Still, when you peel away the overblown rhetoric, there are sometimes useful indications, at least on the type of skills that will be in demand (not the specific skills themselves) and the implications these have for educational curricula and what some call ‘employability’. These appear likely to be skills (or perhaps better expressed, competencies) relating to creativity, problem-solving, collaboration, cooperation, resilience, communication, complex reasoning, social interaction and emotional intelligence. They include empathy-related competencies such as compassion, tolerance, intercultural understanding, pro-social behaviour and even social responsibility.\(^{43}\) Some of these are what universities used to call ‘critical thinking’, but there are also many social skills as well on that list. While ICT skills are likely to be important, they are unlikely to be sufficient on their own.

One other point about education is worth making. Education serves multiple purposes. It serves as a creator of skills and knowledge (human capital). It also serves, though, as a signalling device for employers.\(^{44}\)

\(^{42}\) Ibid., 88.


There are many jobs people obtain for which their university education has not really provided prerequisite knowledge; they learn on the job how to do it or attend short, tailored courses. But the holding of a university degree signals to the employer that the successful applicant is capable of learning and (if highly credentialed) is more capable or suitable than other applicants. In India, for example, a degree is a standard requirement for a call centre worker, not because the work requires a degree, but because of what possession of a degree signals.

Employers might raise or lower their demands of applicants, depending on how tight or loose the labour market is: one year they might demand a postgraduate qualification for a job, the next year (when labour is in shorter supply) they might be happy with an undergraduate degree. All the while this job might not really require a degree, just someone who is capable of learning how to do it. This process is called credentialism and, as the proportion of people in the workforce with degrees increases, is likely to lead over time to the bars on jobs being raised incrementally higher. So even if middle-skill jobs are in declining demand, the credentials required to get a job at that or even lower levels might increase over time. In that sense, choosing exactly the right field for a degree may be less important than simply doing one. As complexity of work increases and skill demands rise, employers will demand a more educated workforce (and continue to complain that it is not ‘work ready’) regardless of the desirability or ability of any education system to anticipate the skill needs of the future.

Technological change, inequality and ethics

How has past and current technological change related to inequality? In the long run, new technology leads to higher living standards via higher incomes, which can be fought over by capital and labour. To what extent wage increases have occurred has depended on the relative bargaining power of labour and capital, which was approximately balanced in the immediate postwar era (in that the benefits of productivity growth were roughly evenly shared between labour and capital in that period). More
recently, the low rate of wages growth, despite a fairly average rate of productivity growth, suggests that the balance of power has favoured capital since the 1980s. This is most obviously the case in the USA, where real median wages have been virtually frozen since the mid-1980s, but is true to a lesser extent in many OECD countries, which have seen a decline in the labour share of national income. Hence the rise of what is often called ‘neo-liberalism’ has been associated with a decoupling of wages and productivity.

So, if the rate of technological change accelerates, then there could be more opportunities to depress wages, because there will be more opportunities to replace existing workers with machines and low bargaining power for workers in seeking to capture the productivity gains from that technology. Moreover, if capital captures most of the gains from job-displacing technology and spends it on conspicuous consumption goods or ‘saves’ it, maybe in an offshore tax haven, then most likely insufficient new jobs will be created to offset job losses. If the state is unwilling (perhaps under pressure from capital) to devote the resources necessary to respond to the geographic and occupational structural issues, then structural unemployment will likely rise. However, technological change itself does not drive widening (or narrowing) inequality. Technological change has been going on for over two centuries. There seems little new about it and, as shown in the productivity data, there has been no acceleration of it since the 1980s. If now the benefits of technological change are being disproportionately distributed to capital, we need to consider why that is happening and what has changed in recent decades.

It does not follow, though, that technology plays no role. Probably the way in which this issue has been highlighted most has been through the emergence of the so-called ‘gig economy’. It refers to the use of technological platforms, created by companies like Uber, Airtasker, Deliveroo and so on, to arrange for the hiring of workers to do one-off tasks or, as they have been called for ages in the music industry, ‘gigs’. Ostensibly these jobs are mostly performed not by employees but by independent contractors. By doing this, these organisations are able to pay these workers less than their entitlements as employees. But here the technology enables a particular form of work organisation to be reinforced. We will look at this in more detail in Chapter 6.

Technology and ethics

The preceding discussion raises many ethical issues. Should technological advances be permitted or encouraged if they lead to people losing jobs, even if the rest of society benefits through higher living standards? What obligations does society have to people who are displaced, and how much should it contribute to their retraining or welfare?

The ethical implications for work itself are wider. Computers enable the use of complex algorithms to facilitate decisions, on matters ranging from identifying the best person for the job or a promotion or a position in an educational institution, to the best performer in the job, to who should be targeted for counselling or dismissal. Yet algorithms are not neutral or unbiased: there are many examples of discrimination being unexpectedly built in to decision-making processes through the use of algorithms, as documented in Cathy O’Neill’s aptly named book *Weapons of Math Destruction*.53

AI utilises the most complex algorithms—algorithms that ‘learn’ through experience and so change their behaviour. Universities are trialling an AI bot (at Griffith University it is called ‘Sam’) to deal with student queries. As it has more interactions with students, it will learn how to deal with more and more complex issues without the need to refer them on to a human. The more complex the algorithm, the harder it is to identify a source of discrimination, or even to identify its existence. Sometimes discrimination becomes too obvious. ‘Tay’, Microsoft’s chatbot, had to be

---

shut down within a day after it started volunteering racist rants that it had ‘learned’ from other Twitter users. There were some major ethical issues there. While Tay’s adventure off the rails amused some, it demonstrated the potential damage that could arise when AI has significant control over something but lacks ethical guidance. More concerning still may be AI tools in the hands of individuals or organisations actively seeking to enrich themselves in ways that have little concern for the rights or privacy of individual workers, consumers or citizens.

Accordingly, some have sought to promote international standards on robotics and AI, for example through an international code of ethics. In 2010 a group of the world’s leading AI and robotics researchers drafted a set of ‘Principles of robotics: Regulating robots in the real world’. It was more wide-ranging than Isaac Asimov’s three fictional ‘laws for robots’, but driven by the same need to find a resolution to the complex ethical issues arising from AI. There have been special editions of journals looking at the question of how to build ethical design into AI systems: if you cannot be certain of being able to push the ‘big red button’ (the switch that enables you to turn off an AI device before it becomes maliciously self-aware), then is it possible to design ethical programming into an integrated part of the AI system, without the system knowing about it? Most recently, there has been work done by the Institute of Electrical and Electronics Engineers (IEEE) and the IEEE Standards Association, working towards an ISO standard that would incorporate ethical principles in the design of AI. But how would that work? How could it be made foolproof? How could ordinary citizens be given the capability to control the use by others of their personal information, histories or behaviours? And what would happen if not everyone incorporated such design principles into their AI systems? What of the ‘biohackers’ who eschew hospitals, universities and regulatory institutions, using backyard workshops and linking with

body piercers to implant forms of computer technology into their own bodies.\textsuperscript{58} What of rogue states or corporations who failed to follow the ethical guidelines? As Moshe Vardi pointed out, the dramatic reductions in automobile deaths over the last century arose from regulation, not ethical design of cars. Regulation should be determined by ethics, but not vacate the field in favour of it.\textsuperscript{59} But how would such regulation operate? Vardi proposes, as first steps, some simple regulations promoting things like transparency of code,\textsuperscript{60} but there are big issues that require a lot of thought and action.

And so there is also the question of the ethics of human interaction with AI. Suppose the key ethical issues are not in how the algorithms are designed but in how humans use them—especially when, as seems inevitable, digital technology is integrated with human biology.\textsuperscript{61} We will not just have to consider AI machines that can be programmed to kill, or with the side-effect of killing, but also humans who, equipped with AI, can do those things.

These are real ‘sliding doors’ issues. The life-and-death matter of machines that can kill is just an extreme example of the outcomes of choices to be made. In the face of these, the choices we make about what courses to study or what careers to pursue might seem minor—but they are not. Organisations face real ethical issues that must be addressed. What of the use of predictive technology that can anticipate whether a person will ‘work out’ in a job? Is it ethical to hire or not hire someone on the basis of such predictions, bearing in mind that many such predictions may contain gender- or race-based biases.\textsuperscript{62} What if that technology can ‘learn’


\textsuperscript{60} Ibid.


\textsuperscript{62} O’Neill, Weapons of Math Destruction.
as a person spends more time at work (as it will), and the employee does something that changes the prediction from ‘will work out’ to ‘will not work out’? Is it ethical to fire them? What if that prediction is based on a new expression of social or political views that are out of step with those of the management? If corporations won’t make ethical decisions, who should, and how? In the next chapter, we will see how some of these issues for management have been, and perhaps could be, manifest.
In the 1990s I was a senior executive in the Australian public service. One evening, at a dinner at a departmental ‘retreat’ for senior managers, I sat next to the man who had just been the keynote speaker. He was the human resource manager for a large, new company that was operating at the cutting edge of technology. He did not know me or my job, just that I was a senior executive. My departmental job had involved, among many things, overseeing a survey on collective bargaining (there had just been major policy reforms) sent to over a thousand randomly selected companies. His company was one of the few at the time with a nonunion collective agreement, and the response rate among them was much lower than among other companies. Without prompting, he told me he had received a survey from my department. (‘Oh, really?’) Yes, but he could not allow it to be distributed among the associates—his word for employees. (‘Why was that?’) It contained the word ‘bargaining’, something that implied conflict, and that wasn’t really an idea he wanted his associates exposed to.

It was an intriguing conversation from an otherwise tedious evening, one that told me more than so many studies that had been done with management’s permission. Understanding what was behind that helps us understand the managerial forces shaping the direction that future work will take. The previous chapter told us about the types of jobs that have been growing, and declining, in recent times, how technology is affecting many jobs and how many are likely to be partly or fully replaced by automation. But by extrapolating from current information about jobs and technology, we only get part of the picture of the future of work.
We also saw that the future depends on future technologies, about which our current knowledge is largely inadequate, and on future consumption patterns, about which we know very little. It also depends on future management behaviours about whether to invest in certain technologies (and we spoke quite a bit in the previous chapter about the economics of technology, which shape such investments) and how to use the technologies that they possess or purchase. Before we understand about management behaviours in the future, we need to know about the realities of management behaviour now.

There are many realities, many different ways in which management behaves. We must understand the importance of the function of control to management, and some of the key developments in the exercise of managerial control. In doing so, we must refer back to the concept of culturism that featured in interpretations of some of the visions of the future discussed in Chapter 3.

Different elements of management strategy or style

In studying the current realities of work, we need to consider the main ways of managing employees. How this is undertaken is referred to as management style or management strategy. Both terms are used almost interchangeably in the literature.

Views on the meaning of strategy range from ‘rational conscious planning’ to what Mintzberg referred to as something best ‘seen as a pattern in a stream of decisions’.1 To Bray and Littler, strategy referred to ‘the modus operandi of managing labour’ and was ‘a useful method of modelling organisational processes irrespective of the coherence, or otherwise, of the managing director’s consciousness’.2

---


So ‘management style’ is probably a more accurate term than ‘management strategy’ as, for many, strategy implies a plan or coherent pattern of action. It is often difficult to discern that there is a clear strategy shaping management behaviour, even in retrospect. Implicit strategy may be inferred from actions rather than explicitly specified in a plan. The term ‘management style’ denotes a pattern or approach to labour management without implying a conscious or unconscious plan. That said, as mentioned, we use the terms interchangeably as we follow the lead of Mintzberg and of Bray and Littler in not requiring explicit coherence in a strategy.

It appears that there are three dimensions, which we discuss in turn, into which management style can be categorised:

- high trust versus low trust styles;
- collective versus individualising styles;
- structured versus unstructured styles.

Other dimensions, referred to in some of the literature, mostly fit into one of the three above.

1. High-trust and low-trust approaches

One of the most common dimensions of management style is the degree of ‘trust’ exhibited by management towards employees.

Chris Wright identifies low-trust and high-trust approaches to labour management.\(^3\) The coercive, ‘low-trust’ approach is characterised by low worker autonomy, close supervision and strong discipline such that workers are treated as a commodity and are forced to comply with management commands. For example, staff at a Tesco warehouse had to wear digital armband devices that constantly monitored their performance, and some Irish warehouse workers said they got lower scores on a rating system if they keyed in that they went to the toilet or took a break.\(^4\)

---


The consensual, ‘high-trust’ approach occurs where there is mutual trust between the parties, and workers are treated by management as a ‘resource’, not a commodity (so, yes, being treated like a ‘resource’ in this context is a relatively good thing). Management aims to develop and nurture employee talent by giving workers autonomy at work to make decisions and fully use their skills and abilities.

Christopher Wright examined high- versus low-trust management style in three areas of the employee–employer relationship: 5

- ‘employment relations’—e.g. human resource (HR) arrangements such as recruitment, training, rewards;
- ‘work relations’—how management organises the technical and social aspects of work;
- ‘industrial relations’—how employers manage organised labour, and deal with unions and with bargaining (though this last one is better located under our second dimension, discussed below).

Wright noted that it was difficult to discern a common pattern of Australian employer behaviour. He also found that there was no single management style among Australian employers. Instead, there were inconsistent patterns of management style, not only between firms but even within firms. Wright argued that employers’ approaches to the management of labour have been complex and contradictory at times: ‘Australian employers have adopted elements of both high-trust and low-trust strategies simultaneously within the same organisation, and sometimes in relation to the same groups of employees.’ 6 At some points in history, employers have tended to favour elements of the high-trust approach, only to abandon them later. Also, for some groups of employees, employers adopt elements of both the high and the low-trust approach to labour management. (More recently, Wright and colleagues have looked at the role of management consultants in spreading key ideas through managerial ranks across businesses—and the gradual demise of this group, as managers themselves internalise many of the ideas and methods propagated by management consultants and take on some of the characteristics of what the researchers call ‘management as consultancy’.) 7

---

5 Wright, Management of Labour, 6.
6 Ibid.
7 Andrew Sturdy, Christopher Wright, and Nick Wylie, Management as Consultancy: Neo-Bureaucracy and the Consultant Manager (Cambridge, UK: Cambridge University Press, 2015).
The management literature suggests that, to some extent, there may have been a net shift in emphasis from lower trust to higher trust management styles, often associated with the word ‘empowerment’, although there are many counter-examples.8

Other analysts have developed comparable typologies of management strategies or styles. Although these typologies differ in their precise content and definition, they all establish some form of ‘black hat’/‘white hat’ contrast that relates in part at least to high trust and low trust. Andrew Friedman, for example, distinguished between ‘direct control’ (management try to reduce the responsibility of individual workers by close supervision and by setting out in advance and in great detail the specific tasks allocated to each worker) and ‘responsible autonomy’ (managers try to emphasise the positive aspects of labour capacity, namely its malleability, so that workers are granted responsibility and status, supervision is restricted, loyalty is rewarded etc.). The choice taken was seen as depending on the degree of competition in labour markets and product markets.9

Michael Burawoy, one of the major living sociologists, created a three-way classification, involving ‘despotic control’ (direct control), ‘hegemonic control’ (more sophisticated methods relating to bureaucratic control)10 and ‘hegemonic despotism’. The last meant the fear of being fired was replaced by the fear of capital flight, plant closure, the transfer of operations and disinvestment—enhanced power of capital was associated with new management practices such as ‘quality of working life’ programs and quality circles that attempt to mobilise consent for increased productivity.11

In Australia, authors such as Curtain and Mathews, and Boreham, Hall and Harley identified two types of workplace reform strategies available to organisations to enhance profit in the context of change.12

---

10  Bureaucratic control is discussed in the next section, on ‘Conflict over control’.
was a ‘cost minimisation’ approach, focused on achieving numerical flexibility in labour costs or employee numbers. The second was a ‘productivity enhancement’ approach, focused on improving functional flexibility of labour—emphasising skills acquisition, multiskilling, flexibility in work assignments, quality and devolution of authority. Cost minimisation reflected the logic of managerialism, with emphases on auditing, casualisation, managerial control and work intensification.\(^{13}\)

It was a type of ‘low-trust’ approach. Productivity enhancement, on the other hand, included quality enhancement, investment in training and the creation of ‘high performance work systems’.\(^{14}\) It was a more ‘high-trust’ approach. The literature often highlights the contradictory nature of these two paradigms. These two strategies, pursued properly, would seem to be mutually exclusive.\(^{15}\) Each represents one of the two opposite paths to longer hours or work intensification.\(^{16}\) Nonetheless, a number of firms attempt to pursue both strategies, and so might be called ‘mixed strategists’.\(^{17}\) You may have experienced this yourself. While management may apply different strategies to different parts of its workforce (which is not so surprising), it sometimes also tries to apply different, contradictory strategies to the same workers.

In these various dichotomies we see the dual nature of, and tensions in, the control relationship. The first is tension for management: between treating labour as a commodity and as a continuing social relationship. The second is tension for labour: between resistance to subordination and exploitation, and the maintenance of economic relationships including, critically, the viability of the employer.\(^ {18}\)

---

16 See, for example, Chapter 3.
Within management that tension between treating labour as a commodity and as a continuing social relationship often leads to managers saying they want a continuing social relationship but behaving in a manner consistent with its treating labour as a commodity. That is, a large gap between rhetoric and reality emerges. Some organisations portray themselves as based on ‘high trust’ or ‘commitment’ but behave otherwise. Some organisations, aiming to promote commitment and loyalty at the same time, take a hard line against dissent, especially in seeking to exclude unionism. Certain managements will try to resolve this contradiction by trying to engage in some form of ‘cultural’ control, whereby substantial effort is put into ensuring employees have the ‘mindset’ that enables them to be persuaded that the workplace really is a high-trust environment, while simultaneously exercising considerable control over those employees. This is particularly common where management adopts particular positions on the two other dimensions of management strategy. So we will discuss those first before returning to this issue of attempted cultural control or ‘culturism’.

Changing technology itself has potentially mixed effects. On the one hand, it makes communication easier, which may facilitate higher trust approaches, as it makes it easier in principle for the wishes of employees to be known to managers, and for groups of workers to autonomously and coherently make decisions. It may be easier to work from home, enabling employees to better juggle work–life balance issues and for managers to be less obsessive about attendance. On the other hand, if it is easier for people to work from home it is easier to give them extra things to do at home (or in the park, on the beach, etc.). It makes it easier for managers to monitor what workers are saying to each other. It makes it easier to count things, and the metrification of work is one of the major tools of the low-trust manager.

In The Circle, the work environment seemed very high trust on the surface but the ability of managers to count almost everything Mae did, and to quantify each aspect of her worth, turned it into a very low-trust environment in reality. This dual capability of technology is mirrored in the dual directions that management trust appears to be taking, though

---

for many, as in *The Circle*, the appearance of higher trust may actually be deceptive. By contrast, the environments in both *Nineteen Eighty-Four* and *The Handmaid’s Tale* both appeared very low trust from early on.

### 2. Collective and individualising approaches to employee management

A second way of categorising management style is the extent to which management adopts ‘collective’ or ‘individualising’ approaches to dealings with employees. We can think of this dimension as a single scale with both ‘collective’ and ‘individualising’ denoting each end of the scale.

Organisations that adopt an ‘individualising’ approach are commonly antiunion. By our definition, they are the opposite of collectivist (where managers respect the rights of employees to be represented by unions). Individualising managers often endeavour to exclude unions from the workplace so that management can maintain a direct relationship with workers. Managers that adopt this approach could be said to have a unitarist view of work. Managers with a pluralist perspective, by contrast, will more likely support or at least tolerate a collectivist approach.

Not all pluralist managers will work in collectivist workplaces. This is because, for collectivism to exist, employees must have some organisation. A workplace or organisation may be too small for this to happen, or the union itself may be absent or not well enough organised, or the industry too difficult to organise. Some small firms might end up adopting what appear to be nonunion, low-wage or exploitative strategies because of their dependence on larger organisations and subordination to a competitive environment.20 Most small businesses are not unionised, regardless of the philosophies of their owners. We should not infer, from the discussion here, that all managers are malevolent and opposed to employees organising themselves collectively.

Individualising strategies can be used with either low-trust or high-trust strategies. Earlier changes to industrial relations law, particularly under the New Zealand Employment Contracts legislation or the 2005 Australian ‘WorkChoices’ legislation (both now repealed), appeared to encourage the use of formalised individual contracting to reduce labour

---

costs and wages (i.e. the low-trust path). Individualisation through individual contracting often leads to inferior pay and conditions. However, individual contracting does not inevitably lead to this. Some employees will receive higher incomes under individualisation strategies, because of a nonunion premium offered by some employers to purchase a transfer of power and, sometimes, increasing productivity as a result.\(^{21}\) Nonetheless, it appears that data showing poorer pay and conditions for workers on individual contracts such as Australian Workplace Agreements (AWAs)\(^{22}\) reflect the inherently lower bargaining power of employees, by comparison to management, on individual contracts.\(^{23}\)

It is very important to note that the term ‘individualism’ is often (mis)used to describe many different things, and in that context might imply a different meaning to the one I use here. For example, ‘individualism’ can mean to some the ‘differentiation’ of individual employees’ employment contracts.\(^{24}\) This is what Willie Brown and his colleagues refer to as ‘substantive individualisation’, but it is not what we are talking about here. Brown and friends were talking about significant differences between employees in a corporation with reference to their pay and other terms and conditions of employment. Substantive individualisation does not need to go with ‘procedural individualisation’—that is, with individual contracting—as all individual contracts offered by a firm might be mostly identical.\(^{25}\)


\(^{23}\) For more on power under individual contracting, see Peetz, Brave New Workplace, 75–80, Chapter 4.


\(^{25}\) Ibid.
Other people may ascribe quite different meanings to the term. For instance, John Purcell used individualism to refer to the ‘extent to which personnel policies are focused on the rights and capabilities of individual workers’. That is more like the high-trust/low-trust dimension. He saw this as a different dimension of management style to collectivism, which could coexist with individualism.26 Finally, some researchers in social psychology treat individualism and collectivism as different but not diametrically opposed concepts, and use different survey questions to measure them.27 For us, though, individualism and collectivism in employment relations are opposing points on a single continuum.28

Artificial intelligence and technology facilitate the surveillance of employees that makes it easier to thwart the collective organisation of employees, in much the same way as it makes it easier for dictatorial governments to maintain control over potentially dissident populations.29 Workers in The Circle are increasingly monitored for their performance, in order to control them. Digital technologies also make it easier to fragment workforces (e.g. in ‘platform economy’ work), thereby making it harder for workers to collectively organise. On the other hand, similar technologies may provide the tools that unions themselves can use to facilitate collective organisation (discussed in Chapter 7). So the net effect of technological change on this second dimension depends on the choices that both sides make.

---

28 Peetz, Brave New Workplace, 10–11.
3. Structure in management: A third dimension of labour management

A third way of categorising management is the degree of formalisation or structure in management procedures at the workplace. Formalisation or structured management refers to the extent to which management has developed systematic written policies and procedures for dealing with labour management issues. The opposite of a formalised system would be unstructured management where there are few set rules and managers deal with most matters on an ad hoc and informal basis.\(^{30}\)

Structured management could involve some of: a formal grievance procedure; a formal disciplinary procedure; a performance management system; developed formal training system; occupational health and safety (OHS) committees; joint consultative committees; quality circles; and/or well developed policies on equal employment opportunity (EEO) and/or gender equity.

Overall, structured management is becoming more common. Part of this is due to the impact of regulatory changes in a number of countries such as unfair dismissal laws (that create a need for consistent disciplinary procedures); antidiscrimination and EEO laws (that create a need to manage equity at work); in some countries, changes in bargaining practices (e.g. in Australia the shift to enterprise bargaining, supported by laws, in turn generating a need for formal bargaining committees); and OHS law (in turn creating a need for OHS committees). Even beyond this legal pressure, management in many organisations is also gradually increasing other areas of structured management such as training, employee monitoring and grievance procedures. Technological change increases the potential for structure in management by increasing the opportunity for computerised record-keeping and counting and formalising things that previously may have been undocumented, for example in performance appraisals. This was seen very clearly in the burdensome performance metrics required in *The Circle*. So the trend towards more structure in management is likely to continue.

---

That said, low formalisation or low structure in management is common in small business, as these frequently do not have the resources for the specialist functions associated with formal structures. The industrial relations practices in small business are often quite distinctive.\(^{31}\) While technological changes may facilitate the introduction of some more structure into small business management, it is hard to believe the gap between large and small businesses in the degree of structure would disappear. The opposite might be equally possible.

**Conflict over control**

Negotiations over new collective agreements may centre on wage increases or benefits—that is, resources. But they may also centre on procedural issues of managerial prerogative or control. As we know from Chapter 2, resources are an important influence on control. But conflict in the workplace may often be specifically about control itself.

In small organisations, the capitalist can directly supervise employment and payment; for Richard Edwards, this was 'simple control'.\(^{32}\) Yet in some small organisations, as Andrew Friedman pointed out, workers can still have substantial levels of autonomy.\(^{33}\) Regardless, as organisations grow in size, management’s personal ties with workers are weakened and worker resistance may be more organised and more successful.

---


33 Friedman, *Industry and Labour*. 
Over time, according to Edwards, larger organisations have become able to develop technological and bureaucratic control—that is, to use technology and rule-making as structural forms of control. Internal labour markets, rules governing job specifications, and work practices are examples of bureaucratic controls. Technology allows the employer to control the processes of work and the pace of work. One mechanism by which these two control processes were merged was through the spread of Taylorism, a management system developed early in the twentieth century, focusing on narrowing the division of labour and timing each step of the production process, and picked up most famously in Henry Ford’s mass production factories. Friedman described Taylorism and other unilateral forms of managerial control as direct control. However, labour is too difficult to control through consistently simple methods, and no ‘single form’ of control is adequate for all circumstances. Various management tactics lead to matching employee responses, establishing a ‘frontier of control’ or an area of ‘contested terrain’ between labour and management. They ‘push back’ against each other, and so the frontier of control can shift depending on the power resources of the parties. For example, managers may decide to introduce a system of incentive pay; employees may resist and press for specific rules to be emplaced; management may try to amend rules to achieve their prior objective; employees may ‘work to rule’ to maximise their incentive payment but undermine other management objectives; and so on.

Conflict ‘arises over a range of issues including the organisation of work, the pace of work, defining the rights and responsibilities of each party, and how employees are to be incorporated into the labour process’. Hence, ‘the workplace becomes a battle ground, as employers attempt to extract the maximum effort from workers and workers necessarily resist their bosses’ impositions’. Management aims to reduce uncertainty by gaining optimal control of labour power in order to generate profit.
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34 Keith Townsend, ‘Teams, Control, Cooperation and Resistance in New Workplaces’ (PhD diss., Department of Industrial Relations, Griffith University, 2005), 14.
35 Taylorism was named after Frederick Winslow Taylor, the most famous proponent of what was called ‘Scientific Management’. Unsurprisingly, the spread of systems of mass production with little or no variation became known as Fordism. Frederick Winslow Taylor, The Principles of Scientific Management (New York: Harper & Brothers, 1911).
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What does the future hold for this mutual ‘push back’? Since the 1980s, manufacturing and large retailing firms in particular have moved towards ‘just in time’ (JIT) production systems that minimise use of inventories and hence costs, but render large systems open to disruption by a small interruption. JIT has been facilitated by modern technologies including computer systems and barcodes. Digital technology gives both high-trust and low-trust approaches additional ammunition. It provides the means for greater future collaboration if that is wanted, but perhaps that is not what many managements will want. They may prefer to exercise greater control and supervision. Just as employees seek to exercise control over their work—the importance of job control is a recurring theme of organisational psychology—so too do managers, and they are increasingly held accountable for what their subordinates do. That makes it pretty difficult for individual managers to resist the urge to control. JIT systems reduce cost but increase risk, and so managers seek to increase control to counter risk.

We should not underestimate the potential impact of artificial intelligence on human resource management. Increasingly, firms are using algorithms to help in recruitment, with potentially discriminatory results. Some are, or will, use AI for terminations. A Californian software engineer was sacked, without sense or explanation, by a computer algorithm; the firm acknowledged the error but made him recommence employment at the cost of three weeks’ lost pay, and the trust from his fellow workers. The trusted, informal discretion of managers will defer to the structured, sometimes flawed logic of the algorithm. The danger of technological job-loss is overall less significant to workers as a whole than the threat posed by increased use of algorithmic management for decision-making, surveillance and control, and also (as we shall see in Chapter 6) the potential for greater use of ‘not there’ employment.

---

The other important factor in take-up of technology is its cost. Businesses will usually not introduce technology that enables greater monitoring and control unless the investment is expected to pay off, and for small businesses in particular that means that it needs to be very cheap or have a high and obvious payoff. A technology would likely require very wide penetration across larger businesses before it became acceptable in small and medium enterprises because of the cost implications. It becomes hard to predict which will be adopted first across businesses: technology that facilitates cooperation, or technology that facilitates control. The cost of accompanying hardware may be critical. So will the cost of resistance, which would be higher for technology that facilitates managerial control. If unemployment or underemployment are high or it is otherwise easy to replace labour (there is a substantial ‘reserve army’ of labour), resistance will be lower and the conditions will favour technology that facilitates managerial control.

Much of this debate about workplace control developed after Harry Braverman (formerly an American factory worker) published *Labor and Monopoly Capital* in 1974. Developing a Marxist framework, he argued that Taylorism or Scientific Management comprised a form of managerial control that was aimed at reducing worker control and that, among other things, it led to the deskilling of workers. The focus in Braverman’s work was on factory work, although manufacturing declined thereafter, but the influence Taylorism had spread well beyond manufacturing into areas such as vocational education.

Braverman was criticised for not giving enough attention to how employees responded to managerial attempts at control. The labour process is rarely characterised by unrestrained hostility and usually has at least some component of consent. To some extent management and labour must adjust to each other’s preferences and expectations. So when it comes to issues like the pace at which the work will be performed, the amount of work that will be performed, who performs particular
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tasks and so on, labour commonly retains some control.\textsuperscript{50} You cannot explain the cooperative nature that can be found in many workplaces, by the majority of employees, much of the time simply by referring to control and resistance on their own.\textsuperscript{51} For Burawoy, the labour process is organised such that employees consider that they have choices, and this ‘participation in choosing … generates consent’.\textsuperscript{52}

Employees may create ‘games’ to counter the problems of repetitive work.\textsuperscript{53} The British ‘surviving work’ website is an example of attempts to relieve the frustrations within any work.\textsuperscript{54} The opportunity for workers to gain small victories through ‘games’ is seen as disguising the core disadvantage of workers under capitalism.\textsuperscript{55} Burawoy talks about the ‘games’ that workers engage in as part of the wage–effort bargain. Many studies also refer to employee efforts to restrict work.\textsuperscript{56} What used to be called the ‘darg’ was the accepted level of work effort, put in by employees, socially determined by informal work groups to which employees belonged.\textsuperscript{57} They still do, but few call it the ‘darg’ any more. Employees may engage in what, to managers, is organisational misbehaviour but to themselves is a rational way of making work bearable and ensuring that everyone is able to get by—though some forms of misbehaviour may be frowned upon even by other employees.\textsuperscript{58}

As per the title of Burawoy’s most famous book, management ‘manufactures consent’. Employees might ‘make out’ (reach an output target) and this achieves more than just higher earnings. There are benefits such as lower fatigue, overcoming boredom, and the ‘social and psychological rewards of making out on a tough job’.\textsuperscript{59} It is an example of the movement from coercion to consensual regimes in the labour process.\textsuperscript{60}

\begin{flushright}
\textsuperscript{51} Burawoy, \textit{Manufacturing Consent}.
\textsuperscript{52} Ibid., 27.
\textsuperscript{53} Ibid.; Burawoy, ‘Between Labor Process’.
\textsuperscript{54} survivingwork.org/.
\textsuperscript{57} For example, at a central Queensland coal mine in the 1950s, ‘The “Darg” for two mates was approx. 20 skips a day, and for this the average wage was between 35 & 40 pounds a fortnight’. Collinsville Memoirs [CD] (Collinsville, Qld: Collinsville Connect Telecentre, 2002).
\textsuperscript{58} Ackroyd and Thompson, \textit{Organizational Misbehaviour}.
\textsuperscript{59} Burawoy, \textit{Manufacturing Consent}, 85.
\textsuperscript{60} Thompson, \textit{The Nature of Work}.
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Burawoy, who worked in a factory for his research, surprisingly found himself ‘breaking [his] back to make out … risking life and limb for that extra piece’. He described how ‘We participated and strategized our own subordination. We were active accomplices in our own exploitation’. Thus the labour process framework concentrates very much on control, consent and resistance, and often portrays workers as aware of whether it is consent or resistance that better serves their interests, or some combination of both. Management aims, in part, to persuade employees that consent, or even commitment, is in their best interests rather than resistance.

So, will the future see employers more likely to offer, or employees more likely to seek, consent-based, consensual regimes? To consider this, we first need to look at the role of ‘culturism’ in management strategies and what it means for consent.

Culturism, dissent and control

In recent decades, management in some, mostly large, firms has sought to win the conflict about control—to achieve full ‘consent’—by attempting to manage ‘culture’ in the organisation. This is often expressed as getting employees with the right ‘mindset’ or the right ‘fit’ into the organisation. If employees have appropriate attitudes that support the objectives of the organisation and that are willing to subordinate other personal interests to that goal, then much conflict over control would disappear. Attempts to exercise such control are described as ‘culturism’, and this was the central focus of Hugh Willmott’s article discussed in Chapter 3. So here we consider the role of organisational ‘culture’ in maintaining consent and control in workplace industrial relations in the context of what might superficially appear to be ‘high-trust’ management styles and the problems they might bring, and the role of dissent in organisations. To do this, I return to what culture means.
Culture and culturism

The word *culture* comes from ‘the idea of cultivation, the process of tilling and developing the land’.\(^{67}\) We saw in Chapter 3 how it is about ‘the set of shared, taken-for-granted implicit assumptions that a group holds and that determines how it perceives, thinks about and reacts to its various environments’,\(^{68}\) and that *culturism* is the attempt by management to create specific organisational cultures reflecting management’s objectives.\(^{69}\) In recent decades senior managers have often consciously attempted to create a particular type of culture at the workplace, and this is what Willmott, discussed in Chapter 3, was railing against.\(^{70}\) From the 1980s, numerous management gurus spoke of ‘managing culture’, ‘managing myths’ and ‘creating meaning’—in effect, creating a form of intracorporate hegemony.\(^{71}\) Despite the rhetoric of managerial consultants and motivational texts, research has been unable to demonstrate that a particular culture is part of a recipe for success. The link between culture and performance ‘is a tenuous one, as only behaviour can affect performance, and culture is not the only determinant of behaviour’.\(^{72}\) Some evidence suggests the direction of causality is the other way around: changing performance leads to a change in culture.\(^{73}\) A study of nearly 200 organisations suggested ‘strong’ cultures did not aid performance, and indeed could be counterproductive if they were not ‘contextually or strategically appropriate’ and did not ‘contain norms and values that can help firms adapt to a changing environment’.\(^{74}\) (The term ‘strong’ in relation to culture suggests a common culture that is widely adopted and reinforced within the organisation, which those writing about it often suggest is a good thing, like the word ‘strong’ itself.)
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Anyway, management rarely controls culture totally. Organisation culture reflects corporate history and practices. Culture may reflect the national and community environment and the different occupations of workers. It may be driven by employees and the communities from where they come. It may reflect the strategies and cultures of unions who are represented among the workforce. And it may reflect the importance of service versus profit objectives (in some public sector or nonprofit organisations, the former prevails over the latter).75

The leadership of an organisation can attempt to drive cultural change. The chief executive officer (CEO) is often seen as shaping the culture of the organisation. However, it is very difficult to manipulate culture once it exists. Culture is a very complex social process in organisations. Many firms have tried to change corporate culture and failed. One study of 22 cases of attempted culture change programs found that 16 of them failed.76 Perhaps the most potent force for cultural change, though, is critical junctures77 encountered by the organisation. That is, critical incidents or events tend to signal a break with past practices and the adoption of new practices and ideas.78 An organisation facing a crisis (such as looking down the barrel of financial oblivion) may make a radical shift from a low-trust to a high-trust strategy, or vice versa, with accompanying changes in culture if employees share the perspective of crisis.

Culturism and dimensions of management strategy

As already mentioned, culturism is often used by organisations who want to portray themselves as high-trust but practise low-trust management strategies—the contradiction between reality and rhetoric on the first dimension of management strategy. Culturism is also common where management adopts particular positions on the other two dimensions of management strategy.

76 Kotter and Heskett, *Corporate Culture and Performance*, 83.
77 The term ‘critical junctures’ was used by the Colliers to examine political change in Latin America, but it can have broader application. Ruth Berins Collier and J. David Collier, *Shaping the Political Arena: Critical Junctures, the Labor Movement and Regional Dynamics in Latin America* (Princeton, NJ: Princeton University Press, 1991).
78 An example is ICI Botany (later Orica). See Tony Mealor, *ICI Australia: The Botany Experience* (Sydney: School of Industrial Relations and Organisational Behaviour, University of New South Wales, 1992).
On the surface, it might seem that culturism is a form of collectivism. In one sense it is, in that organisations are attempting to get employees to take a collectively focused view of their welfare—that is, one focused on the collective welfare of the organisation (usually a corporation, which is itself a collective of capital). Yet many culturist policies are aimed at undermining collectivism by undermining unionism. On the other hand, some organisations seek to promote cooperative relations with their unions and members. If this is done with the support of union officials but not their members, or vice versa, it might lead to a split between union members and paid officials, and ‘wildcat’ actions by members or desertions from the union.

Perhaps more commonly, these days, organisations pursue antiunion culturist strategies to promote commitment to the organisation. These organisations assume that employee commitment to their union is inconsistent with employee commitment to the organisation. Interestingly, the assumptions behind this organisational perspective are not supported by research. Studies from the 1950s to recent times show that employees can possess ‘dual commitment’ to the organisation and to a union.

Indeed, there is a positive association between commitment to the organisation and commitment to a union. In other words, employees who are strongly committed to the union are likely to be strongly committed to the organisation. Not all studies show these findings, although a lot of them do. Very few studies find a negative relationship between union and organisational commitment. Despite these findings, that commitment to the union and employer are positively related; some managers still
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oppose unionism because unions are a counterculture that recognises that the interests of employee and employer may not be synonymous—even if employees are committed to the employer. Thus hegemony through cultural control in Nineteen Eighty-Four’s Oceania and in The Handmaid’s Tale’s Gilead was aimed in part at preventing collective organisation against the ruling elites, not to improve efficiency but to maintain power. Even in The Circle, any collective organisation of employees, beyond those organising the countless work-related social activities, would have been frowned upon.

An early study that looked closely at nonunion culturism (before companies became too sensitive to allow such studies to happen) was that of ‘Servo’—a pseudonym for a large Australian company studied by Diane Van den Broek. Culture was created and reinforced through recruitment, induction and socialisation. Recruitment and selection were designed ‘to select employees most likely to aspire to company-defined goals and objectives’. The idea was to avoid recruits with ‘cultural baggage’, and to select those from companies with the right ‘mindset’ or with little work experience. Induction workshops inculcated the Servo mission. Performance-related pay was used to discourage potentially disruptive behaviour. Servo was the company whose HR manager I met at the beginning of this chapter.

Several aspects of culturism at Servo served to undermine any potential for unionism developing. Employees with incorrect attitudes could be weeded out. Performance-based remuneration and teamwork played an important role in individualising employment relations by breaking down the potential for employees to mount collective action around issues of pay and working conditions. Management at Servo believed that seeking assistance from ‘outside influences’ such as trade unions reflected a failure on the part of employees. Regarding a proposed nonunion enterprise agreement, the ‘internal management processes left many employees with the impression that undue managerial pressure was applied and that the agreement was a fait accompli’, for example through employees feeling ‘intimidated into acquiescence’. On this matter, group control was important: ‘some team leaders [stipulated] that voting be carried out as a team’. This was ‘not to suggest that Servo employees have not been willing partners’, Van den Broek added: ‘on the whole’, the remaining

82 Van den Broek, ‘HRM, Workforce Control’.
employees reacted favourably to Servo’s HR policies although they were aware of the existence of coercion. Most employees ‘were either unaware or uninterested in union activities or held the view that requesting union support would incite managerial hostility’.  

In some cases, firms have used individual contracts and individual performance appraisal and pay as means of attempting to change culture. The most prominent example of this strategy was CRA, later known as Rio Tinto, which through a combination of financial, cultural and legal devices managed to largely deunionise substantial parts of its workforce in metalliferous mining and smelting, though it faced much more substantial difficulties in coal mining, where a different union had coverage. Companies that set out to avoid unions (or deunionise) shape the symbolic dimensions of their actions to attempt to create a culture that identifies certain individuals and forms of behaviour as ‘in’ and other individuals, groups (such as unions) and behaviours as ‘out’. The former can be referred to as inclusivist and the latter as exclusivist actions. That said, subsequent problems including the rejection of proposed nonunion agreements by several large, nonunionised Rio Tinto sites in Western Australia illustrated the vulnerability of culturism as a technique of control.

Related to this, cultural programs combined with deunionisation and individualisation can be a means of paying staff poorly. For example, the Merivale hotel chain in Sydney, Australia, emphasised its ‘family’ culture to employees—one manager said, ‘we’re not selling food, we’re not selling alcohol, we’re selling a feeling’, while the HR manager is called a ‘people experience manager’—but it used a nonunion agreement that had expired six years previously to pay employees below-award wages.
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Strongly culturist organisations tend to have a set of characteristics on the dimensions of management style. They depict themselves as high trust but frequently behave as low trust and seek a monoculture to facilitate control. They are mostly individualistic, as opposed to collectivist. And they are usually highly structured because they are commonly large, with the HR functions (often renamed) to support such an approach. In the ‘stronger’ forms of culturism they use formal elements of HR such as performance appraisal to reinforce the desired culture.

Culturism as control of employees

The use of culturism to promote individualisation brings us back to a paradox—culturism appears collective but often undermines collectivism. As Willmott says, culturist organisations often use the rhetoric of individualism while aiming to suppress individual diversity. The (in)famous Milgram experiments of the 1960s help us understand why sophisticated individualising corporations put such emphasis on creating a monoculture in which employees are not exposed to dissenting ideas, as exposure to dissent enabled participants to defy the directions of authority figures. They also therefore illustrate another aspect of the limits to culturism. A recent example of the points made (somewhat inadvertently) by Milgram, and by Zimbardo in the Stanford prison experiments, can be seen in the argument made by University of New South Wales psychiatrist Michael Dudley, concerning the organisational culture that developed within Border Force (the Australian immigration bureaucracy) and the private security corporations that are used to control asylum seekers in detention centres, mostly outside Australia. He wrote in Australian Psychiatry of how ‘policies misuse helping professionals to underwrite state abuses and promote public numbing and indifference, resembling other state abuses in the “war on terror” and (with qualification) historical counterparts, e.g. Nazi Germany’. It followed from earlier research he had published that focused on the culture of Nazi psychiatry. The interest in the behaviour of Nazi officials was what initially motivated Milgram’s interest in undertaking his experiments. The power of organisational

culture helps us understand what Hannah Arendt was talking about when she wrote of the ‘banality of evil’. Organisation culture makes what, in other circumstances, would be extraordinary seem ordinary, even banal.

Bad behaviour by banks led to a number of questions being asked, with a common official response being like this: ‘the culture that we’re building throughout the Commonwealth Bank … is one with the customer at the centre of what we do.’ Yet as one observer remarked, a monoculture was at the core of the problem: ‘While the banks claim to want ethical cultures, in practice they are in the business of curtailing the very forms of critical questioning that allow ethical issues to be surfaced in the first place’. Performance appraisal and payment systems that rewarded and prioritised sales reinforced this culture.

The issues surrounding monoculturism are not just about the ethics of it—they are also about its economic efficiency. Diversity is the antithesis of monoculturism. Measuring the impact of a diverse workforce on improved firm performance is difficult, but McPherson concluded that diverse employees have the potential to improve firm performance. Research has generally (though not always) found that companies with a diverse workforce have improved organisational outcomes based on financial performance. And in the end, the monoculture in banks described above, with the associated reputation cost, seems likely to see them losing customers and profit.

94 Rhodes, ‘“Command and Control” Banks’.
In one article, Dennis Tourish, David Collinson and James Barker97 drew on works such as that by Willmott, as well as Barker’s own study of concertive control at ISE electronics,98 the Milgram experiments99 and, in particular, an early study of Schein and colleagues.100 The last-mentioned looked at the experience of US POWs during the Korean War, and sought to explain the (slow) conversion many of them experienced to the philosophies of their captors (also referred to as ‘Stockholm Syndrome’, named after the reactions of hostages in a Swedish bank robbery and becoming prominent due to the events surrounding kidnapped heiress Patricia Hearst, in which she was said to have become sympathetic to her captors’ aims). Tourish and colleagues draw a number of analogies between the techniques used on the POWs and the techniques used by corporate culturists, in particular use of what they call ‘coercive persuasion’ to ensure conformist behaviour within organisations.101

Yet although Willmott, as discussed earlier, was highly critical of culturism, he was not entirely pessimistic. This is because he suspected culturism might not work. From the standpoint of the individual, the distancing of self from corporate values may be the preferred means of preserving and asserting self-identity.102 This is closely related to the observation by Stephen Lukes, discussed in Chapter 2, that attempts to exercise the third dimension of power (in practice, hegemony) can never be more than ‘partially’ effective.103 As Tourish et al. emphasised, ‘the imprisonment of US POWs in Korea clearly does not exactly parallel the context of most contemporary organisations’, even though there are ‘interesting overlaps between these contexts’.104 This is an important point that has been made by several authors. Culture ‘is not a variable that can be created, discovered or destroyed by the whims of management’ but ‘some are in a better position than others to attempt to intentionally influence aspects of it’.105

97 Tourish, Collinson, and Barker, ‘Manufacturing Conformity’.
99 Milgram, Obedience to Authority.
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102 Willmott, ‘Strength Is Ignorance’, 537.
The other reason culturism fails is the contradictions it creates. For example, Peter Waring spoke of the ‘paradox of prerogative’ when management recognised the need for increased participation, but was unwilling to modify the practice and perception of managerial prerogative by providing employees with greater autonomy. Ogbonna observed how the ‘smile’ campaign at a UK supermarket, ‘Capro’, contradicted both the old ‘pile it high, sell it cheap’ culture and the more recent increase in number of difficult customers they had to deal with, leading to their jobs becoming more demanding, and the strategy of tight supervision of employees. As one manager said, ‘we are able to detect when a check out operator is not smiling or even when she is putting on a false smile … we call her into a room and have a chat with her’. ‘At the very best’, concluded Ogbonna, ‘many attempts to change culture are only successful at the overt, behavioural level’. That is, managers may get employees to change their behaviour but not the way they think about the organisation. Then there is the example of the coffee giant Starbucks, which as part of its culturist efforts referred to its employees as ‘partners’, but then announced store closures, job losses and cuts to sick leave and other employee (‘partner’) benefits.

You see this doublespeak up close. I spoke to someone who worked at an organisation in which management had decided to close down a workplace interstate, and expand the Brisbane workplace. But workers in Brisbane still felt insecure about their jobs. At a meeting, management held out an olive branch (and a written offer) saying ‘we want to win your trust back’. The workers then looked at the offer that management had documented, and indicated their disagreement. The response from management was described as ‘you’re either in the bus, or under the bus’. So the rhetoric of ‘trust’ did not last very long.

110 Personal communication.
All this raises an interesting ethical question: it is not just whether culturism ever can or does lead to better organisational performance that is at issue; also at issue is whether it is right for organisations to try to determine what employees think, not just how they behave, and to recruit, train and discipline employees on that basis.

Employees’ ability to resist culturism depends on exposure to other influences, inside and outside the workplace, even before they enter the workforce. Surveillance technologies may enable organisations to exercise greater control on ideas discussed within the workplace by their employees. It also enables them to better (albeit imperfectly) manage ideas outside the workplace, in society as a whole. Some organisations seek to discipline, or even sack, employees who express dissenting views on social media. It is one reason why the maintenance of the employment relationship is central: organisations can have very little power over the culture or behaviour of their workers if their workers are genuinely independent contractors. The employment relationship helps maintain control of workers—not just control over what employees do but, at least in the aspirations of some managers, control over their ‘mindset’ and helping them manage ‘what they think’. Not all large organisations seek cultural control and, as we will see in the next chapter, even for those that do not run culturist agendas, the employment relationship is important for other aspects of control. However, culturism makes the employment relationship all that more important where culture is in management’s sights.

So, exposure to competing ideas outside the workplace matters because of the limits it places on culturism. But that exposure is, itself, facing challenges. The decline of newspapers and other traditional mass media encourages governments to ease anticoncentration laws and allow media firms to agglomerate, reducing diversity in views through those mechanisms, and promotes business models that focus on pandering to limited world views at the expense of balanced journalism. The rise of the internet as a source of news in principle increases diversity, but there is evidence that people are increasingly participating in ‘echo chambers’, encouraged particularly by social media, that reinforce their own views.
and perversely reduce the diversity of views most people are exposed to.\textsuperscript{114} Those resisting management efforts may become more fixed in their views, but less able to penetrate the media experience of those accepting of a corporate orthodoxy. Indeed, social media can be used to harass those who express dissenting views.\textsuperscript{115}

Overall, the effects of technology can go either way. Uncontested, the most likely pathway is towards increasing the appearance of high-trust approaches at work but hiding the proliferation of low-trust approaches, especially when corporate norms are violated. Other pressures, though, may alter that. Mae could have gone either way in \textit{The Circle}, as the contradictory endings of the book and the movie showed. So, what is necessary to effectively contest the direction of culturism and management strategy? Part of it is about the choices made by critical actors—not just the Maes of this world, but also regulators, policy-makers and civil society. That last player leads us to the other part of what makes a difference: the degree of collective organisation that, when it comes to the future of work, is the collective organisation of labour. That is something we will look at in Chapter 7. But first, in Chapter 6, we see how trends in management strategy and structure are affecting the employment relationship itself.

Flexibility, the ‘gig economy’ and the employment relationship

Take a moment to imagine the future world of work. It could be a world in which trucks and other vehicles drive themselves. A world in which all your shopping is without human interaction, either done online or by you walking into an unstaffed shop. A world in which queries you have about anything, from legal or financial to technical or customer service matters, are answered not by a person but by a bot that sounds, maybe even looks, perfectly human. A world in which energy is generated on the roofs of houses and shared in communities, ugly transmission towers having long ago been torn down. A world in which robots provide assistance to the aged, the disabled, the young. A world in which giant workplaces like mines (though not coal mines, there will not be many of them) or factories or construction sites are fully automated and remotely controlled from some air-conditioned office in Sydney, or Dallas, or Mumbai. A world in which we will all be freelancers, pursuing the next contract like the Uber driver pursues the next ride. Maybe.

If this libertarian vision of a world of freelancers frees us from the drudgery of employment, it is also a nightmare for those who worry about equity and security in the future. In another corner sit those (often also from conservative political camps) who reassure us that nothing really is changing, and it will all work out in the end. Who to believe?
In this chapter I look at the interaction of matters we discussed in the preceding two chapters; that is, I look at trends in *work* in light of changing management structures and strategies. I look in particular at management and risk, including how management has responded to risk, and other factors including cost pressures and the pressure for accountability. This chapter considers the forms of flexibility that are sought by employers, their origins and their effects on employees, for example through their impact on security and insecurity. It examines ‘precaritisation’ of work through the push for flexibility. A common feature of precaritisation is the growth of nonstandard employment, including through casualisation and independent contracting, in which workers become self-employed and take on the risks of the self-employed. Yet claims that casualisation and self-employment have not increased are often made to dispute widespread perceptions that insecurity at work is increasing.¹ How can these things be reconciled? That is one of the matters this chapter will investigate. As will be seen, the best way to start to reconcile these facts is to understand two simple things about how large corporations work these days: (a) they want to minimise the costs and risks they face, and avoid accountability when things go wrong; and (b) they also need to maintain control over workers to ensure the end product has the features, including quality, that they want—and, to date, the best way to do that has been through the employment relationship.

In this chapter we also consider what aspects of digital change are affecting, and likely to affect, work and workplace relations. We investigate whether we are moving to a world of freelancers or the ‘gig economy’ (sometimes referred to as ‘Uberisation’). We test whether digital platforms are fundamentally changing or destroying the employment relationship. We do this through the lens of ‘not there’ employment—the attempts by core capital to centralise profits and minimise costs, risks and accountability (through such devices as contracting out, franchising and the use of digital platforms), and the surprising resilience of the employment relationship. So we consider the reasons, in the logic of capitalism, for employment’s resilience, and what this means for risk and insecurity.

Management, uncertainty and flexibility

Writing in Europe in 1987, Wolfgang Streeck captured the mood that prevailed at the time, and to varying degrees since, in his article ‘The Management of Uncertainty and the Uncertainties of Management’. Streeck emphasised how management faced the problem of finding ways of dealing with ‘an unprecedented degree of economic uncertainty deriving from a need for continuous rapid adjustment to a market environment that appears to have become permanently more turbulent than in the past’.2 He argued that the key concept for management had become ‘flexibility’, which he defined as ‘a general capacity of enterprises to reorganise in close response to fluctuations in their environment’.3 He identified both external (numerical) and internal (functional and temporal) flexibility (discussed below) and consequently two ways firms could seek to achieve organisational flexibility—through a ‘return to contract’ (what we call external flexibility) or ‘extension of status’ (internal flexibility). However, said Streeck, the ‘management of uncertainty’ remained incomplete due to the profound ‘uncertainties of management’ in this new regime as they faced other parties (especially trade unions) while they pushed for greater decentralisation in industrial relations. In doing this, Streeck explained the rising significance of flexibility for employers—it was a means by which management could minimise risk.

Management and risk

Risk is a consistent theme through management, and indeed the corporation can be seen as a device for limiting risk, in the interests of capital. In particular, the corporate form enables owners of capital to collectively undertake gambles (or risks) that have the potential to generate substantial returns while limiting the amount of liability that the owners of capital face if the activity goes pear-shaped. In the era since the end of the 1970s, several important changes in risk have taken place. As noted by Streeck, higher volatility in product markets has increased uncertainty for management.4 Financialisation, discussed in Chapter 2, has substantially shortened the period in which the ‘return’ from risks is
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meant to be retrieved (though there are some opposing forces as well, as we shall see in Chapter 9). Consequently, there have been efforts by capital to improve the rates of return associated with risk, by affecting both sides of the risk equation; that is, through transferring risk (uncertainty) from capital to labour, and increasing capital’s share of returns (altering the share of income growth going to labour and profits). The last has been achieved both through changes in employment practices of corporations and through lobbying of the state to introduce regulatory changes that either transfer risk or increase capital’s share of returns.

There are several ways in which risk-shifting has occurred. Researchers Mike Rafferty and Serena Yu identified changes in the world of work (the nature of work performed, the nature of demand for and supply of labour, the structure of jobs, the nature of bargaining, and pay and conditions); changes in working lives beyond the workplace (the way risk is experienced across a lifetime and how it connects with the world of work); and changes in the relationships between workers (the way workers experience and understand their lives, especially their shared experience of risk both at work and elsewhere). Here, I centre attention on that key element focused on by Streeck: the management of uncertainty and its link to flexibility, though I start with some other issues surrounding risk.

Risk, randomness and the illusion of understanding

Cognitive psychologist Daniel Kahneman, whose work influenced the development of behavioural economics, had a lot to say about the way we think, a little to say about management and not much to say directly about work. But what he says in several areas (summarised in his book, *Thinking, Fast and Slow*) has implications for work and the role of management within it. Of particular relevance here is the illusion of understanding.

Talking about risk or uncertainty is another way of saying that we cannot be certain that a particular event will happen, only that it has a (commonly imprecise) probability that can be attached to it. All sorts of random events influence this probability. But we love to think that we
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are in control. So we will often ascribe agency for something that actually happened due to random variation. We grab the illusion of understanding that event. Naturally, we will take the credit if things go right and blame others if things go wrong. So, often the fault is not simply in failing to give enough recognition to others when things go right, or failing to accept blame ourselves when things go wrong; it is in failing to recognise that many of the good or bad things that happen are simply a result of chance events—what some would call good or bad ‘luck’ (perhaps as if ‘luck’ was somehow a characteristic that ascribed to people). Hence managers will often be seen to be good (or bad) depending on whether random events led to outcomes that (perhaps temporarily) looked good or bad. It creates an illusion of control for the CEOs themselves, and certainly for those observing them, such that ‘when a particular executive fails, or is embroiled in a scandal, there is a quick defence that it is the individual who is at fault for not living up to the moral status of the position they hold’.7

It also means that you get to hear and see lots of heroic case studies, where management in seemingly difficult situations overcomes the odds to create a brilliant successful product through its own skill (or, alternatively, turns a good situation bad by making some unlucky errors). Kahneman gives the example of the story of Google, oft trumpeted as a major success of great owners and managers, when in fact a whole series of chance events happened to go their way.8 These heroic tales overflow the bookshelves in airports. Some even get into university courses. We love to read case studies because they tell a coherent, plausible story from which we too can learn how to overcome the odds and succeed.

The trouble is, we do not get to see the studies of how other managers faced similar choices, made similar decisions and yet ended face-down, or for whom little changed. ‘Stories of success and failure consistently exaggerate the impact of leadership style and management practices on firm outcomes.’9 So firms with revered CEOs, who are granted prestigious press awards, subsequently experience falls in share price and

8 Kahneman, Thinking, Fast and Slow, Chapter 9.
operating performance. This is because previous results (that led to their veneration) were simply unrepresentatively good and were followed by a ‘reversion to the mean’. Often ‘overcoming the odds’ is, as the term ‘odds’ implies, simply a matter of probabilities: someone had to get lucky, and it’s the ones who got lucky that we want to hear and learn from and idolise. If you read a case study of a successful firm or person, ask yourself: ‘How different might things have been if one or two random events had gone another way?’.

Sometimes it is just these random events that will determine which particular cases get highlighted in public discourse; but sometimes they are chosen because somebody wants to push a particular policy barrow. While it is often said that there are lies, damned lies and statistics, case studies are especially handy for those who wish to do this, as information can be selectively included or excluded when it is presented to an audience, and verifiability can be difficult. So, for example, an Australian employer lobby group in a widely publicised 1989 report made much of how the case studies it reported demonstrated both a 25 per cent productivity gap between Australia and the USA resulting from industrial relations regulations and the need for major industrial relations reform. Details of the cases were sparse and subsequent developments invalidated the claims. Two decades after most of the demanded reforms had been implemented, the 25 per cent ‘productivity gap’ remained. Yet the commissioning organisation experienced the ‘illusion of understanding’ to such an extent that they had come to believe their own rhetoric. The same organisation also commissioned independent academic researchers to undertake case studies of ‘excellence’ in 30 organisations, only to

11 This phrase was attributed, apparently incorrectly, to Disraeli by Mark Twain. For more information on the problem referred to, however, see Darrell Huff, How to Lie with Statistics (New York: W.W. Norton & Company, 1954).
surprisingly find that their premise (that individual contracting was superior to collective bargaining) was wrong, as the academics found that ‘both union and non-union workplaces were excellent’.15

Lobbyists have learnt not to leave the commissioning of reports, on issues on which they want to push a policy proposal, to chance. They now typically commission consultancy firms (who will do exactly what is asked of them) rather than independent researchers for that purpose, or ‘think-tanks’ established to promote the view for which the group, from which the commissioning organisation comes, wants support.16

This is not to say that case studies have no value. They are used a lot in studies of work. But readers should always be wary of agendas, of overgeneralising, and of attributing agency in place of either luck or selection bias in the cases or the data.

Related to the illusion of understanding are several other aspects of human perception. One is the illusion of hindsight—we think we were better at predicting things than we actually were, plus we ‘believe that we understand the past, which implies that the future should be knowable, but in fact we understand the past less than we believe we do’.17 The other is a tendency to ‘overconfidence’ in our perceptual and decision-making abilities (hence the willingness of people, as mentioned, to believe their own rhetoric).

Put these things together and management can be overly optimistic about how it is perceived by employees—in some cases wildly so, especially where countervailing employee voice mechanisms are limited. An example of this occurred after the Employment Contracts Act 1991 (ECA) was introduced
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17  Kahneman, Thinking, Fast and Slow, 201–2.
in New Zealand. A survey of employees showed that 12 per cent of employees reported an increase in their trust of management, and 30 per cent reported a decline, with no differences between employees in firms with and without new individual contracts. But a contemporaneous survey of employers found that, in firms without new contracts, 23 per cent thought employee trust of management had increased (only 4 per cent conceded a fall), while in firms with new (mostly individual) contracts 42 per cent claimed an increase in employee trust of management, and only 6 per cent a fall. Overconfidence, or management self-delusion, therefore was both common and strongest in firms where managers thought that individual contracts had brought employees closer to management (when the reality was often the reverse). Formal voice mechanisms were weakened (the ECA debilitated unions) and many managers believed, somewhat self-servingly, that individual contracts were a better form of voice.

Just as managers have an illusion of control, so they also seek to maintain or increase control. It does not feel good to be not in control, and it is not good to be seen as not in control. So it takes a lot of belief by managers and supervisors in the benefits of employee participation in decision-making, or in any social justice considerations, for them to follow a high-trust or a collectivist strategy. Alternatively, it takes strong employee organisation to force management to do those things. No doubt, in the future, there will be some employers following such paths, but if power shifts further from employees then managers will be less likely to pursue paths that employees seek.

Managers as employees

Finally, it is worth pausing to remember that managers are also employees, and sometimes they are subjected to the same contradictions and pressures as lower-level employees. A study of managers in call centres found their ability to manage was undermined by role conflicts, micromanagement and lack of development or strategic direction, and their coping strategies
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were a mixture of embracing and resisting. So they experience, in sometimes quite specific ways, a number of the issues facing employees that are discussed elsewhere in this book; for example, issues regarding culture, gender, emotional labour, work intensity and ethics. At times in later chapters we use examples from managers to highlight certain aspects of those issues. How much, and in what ways, they experience those issues is often a function of how close to, or distant from, the top of the organisation they are—and therefore how much power they possess. Management is stressful work, especially for those who, as individuals, are troubled by the conflict between financial considerations and human considerations.

**Flexibility explored**

One person’s flexibility is another person’s uncertainty—just as one person’s stability is another person’s rigidity. The underlying questions, according to Richard Hyman, that we ultimately need to consider with flexibility are: who gains and who loses; and whose interests are promoted and whose interests are neglected.

For Hyman, flexibility is ‘more a rhetorical slogan than … an analytical instrument’. The language of flexibility is value laden: flexibility is invariably portrayed as a ‘good thing’. If someone is deemed not flexible, then they are portrayed as rigid—a ‘bad thing’. Economists and others frequently tell us that labour market flexibility is a good thing.

But we could, of course, give the term ‘flexibility’ the opposite connotation. For instance, we could say flexible = uncertain = a bad thing; and that rigid = stable = a good thing. In this interpretation, flexibility would be characterised as a social ‘bad’ as opposed to a social ‘good’. As you can see, we need to separate out the prescriptive (‘we should be flexible’) component of the term flexibility from the analytical component (e.g. numerical vs functional).

---
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This rise of the idea that ‘flexibility’ by employees was a desirable thing coincided with the opening up of market forces and the movement of neoclassical economic ideas (‘market liberalism’) to ascendency in policy debates and decisions. The ‘Great Recession’ (as Americans described it) or ‘global financial crisis’ (as Australians called it) showed that many of the key propositions behind the neo-liberal model can no longer be assumed to be true. For example, the highly ‘flexible’ US labour market generated worse increases in unemployment during the financial crisis than were generated by the less flexible European labour market, even though Europe suffered a larger fall in GDP. Since then, austerity programs implemented in Europe, but not the USA, have prevented Europe from making the recovery in unemployment that was subsequently seen in the USA. In economic terms, demand, not flexibility, has driven the course of unemployment.

First, though, let us differentiate between flexibility for workers and flexibility by workers. Flexibility for workers occurs when companies change work practices or working time to better suit worker needs. Allowing workers to take time off to attend school concerts, enabling job sharing, permanent part-time work, ‘48/52’ arrangements—these are all examples of employers being flexible for workers. Research shows these things are mostly effective in enabling better work–life balance, and are often aimed at increasing job satisfaction, attraction or retention of valuable employees.

But when employers or politicians complain about a lack of flexibility, they usually mean flexibility by workers. Here researchers distinguish between two types of flexibility by workers. They are functional and numerical flexibility.

Forms of labour flexibility by employees

Functional flexibility is the employer’s ability to deploy employees between activities and tasks to match changing workloads, production methods or technology. It is often loosely associated with multiskilling and the expansion of worker autonomy. Numerical flexibility is the employer’s


capacity to adjust labour inputs to fluctuations in output. Numerical flexibility in turn can be broken down into three forms. *External numerical flexibility* refers to nonstandard forms of employment—the ability to adjust the level of labour inputs, for example through use of casual labour, part-time workers, subcontracting, labour hire or fixed contract workers. *Internal numerical flexibility* (or temporal flexibility) refers to the ability to adjust the quantity and timing of work without engaging additional labour. *Financial* or *wage flexibility* refers to the ability to adjust wages up or downwards in line with output or market circumstances, through mechanisms such as piece rates, gain-sharing, productivity bonuses, incentive pay schemes or pay cuts.27

Different types of flexibility are often associated with different management styles. For example, numerical flexibility tends to be associated with low-trust styles. It may be linked to individualism (in that contracting and casualisation make it harder for unions to organise, and sometimes this is a purpose of casualisation or contracting out). On the other hand, some aspects of numerical flexibility (in particular, profit-sharing or productivity-related pay) may go hand in hand with employee participation mechanisms that in turn require high trust (though it may not always be provided). Indeed, it appears that contingent pay schemes only really work effectively when they are associated with employee ability to influence work, which, when profit-sharing or productivity-related pay are involved, means employee participation in decision making.28 However, profit-pay and participation do not necessarily coexist. In short, it’s complicated.

By contrast, functional flexibility tends to be disproportionately linked to higher trust approaches (you want employees to stay in the firm as they are trained in multiple skills and tasks, and this requires the building of some trust). It may be linked to collectivism in that internal labour markets (ILMs), often tied to functional flexibility, are also more favourable to unionism, and may force management to recognise collective
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organisations. And it might be linked to structured management, in that rules and procedures also tend to be linked to ILMs and their greater use of training. But the case should not be overstated: smaller firms may seek functional flexibility because they do not have enough staff for detailed specialisation, but they may also be too small to offer ILMs with strong career prospects. So these can be seen as theoretical tendencies rather than corollaries.

Functional flexibility

Functional flexibility denotes the ability of employees to move flexibly between different job tasks and assignments. While it appears that many employees are demonstrating functional flexibility in other work, Karen Legge’s case-study evidence suggested that, in firms that sought to focus on functional flexibility, the degree of flexibility achieved was ‘more modest than celebratory accounts of multiskilled teamworking or craft-based flexible specialisation might imply’.29 Changes reportedly rarely involved radical skill enhancement. One study examined attempts at introducing full functional flexibility—basically everybody can do everything—at a Pirelli greenfield site. These attempts were eventually abandoned because of the importance of specialist knowledge that was lost with full functional flexibility; the importance of commitment that was associated with ‘ownership’ of a particular area; the cost and availability of training; and the problems of skill retention being weak if new skills were not constantly practised.30

A British study of collective agreements to achieve functional flexibility also detected problems. While most agreements contained promises of job security, they ‘almost always implied a reduction in the workforce, if not through redundancies then by so-called natural wastage’ resulting from anticipated rises in productivity.31 According to Legge, the objective was ‘increased managerial control over the deployment of labour and consequent labour intensification, with [quality of working life] outcomes secondary if not incidental’.32

Numerical flexibility

External numerical flexibility is concerned with the ease of increasing or reducing the number of employees. Broadly speaking, there are two ways in which this can be achieved: by making it easy to hire or fire ‘core’ or ‘permanent workers’; or by making it easy to have people working on ‘peripheral’ contracts—as casual employees, labour hire workers or dependent contractors.

One of the changes in employment relations from the mid-1980s was the restructuring of employment associated with the growth of nonstandard or atypical forms of employment, such as contract, part-time, casual, agency, homeworking, trainees and self-employment. Although it is common to include part-time in this list of nonstandard employment, this is not analytically very helpful, as part-time work can be permanent and is sometimes (not always) driven by the supply side (workers wanting part-time employment). The main exception—that is, the main instance where part-time noncasual work is precarious—is where underemployment is experienced. So we focus most on contract, casual, agency, homeworking, trainees and dependent self-employment (i.e. where the worker has the appearance of being self-employed but is actually dependent upon one organisation to provide him or her with work). Casual employment is a term used in Australia to describe employment contracts in which the contract lasts only for the period of the current shift, though in practice employees are usually expected to stay for weeks, months or sometimes even years. In most other countries, temporary employment is a term used to describe employees whose period of engagement is not ongoing. Time series data are not easy to obtain, and most Australian studies rely on data about people with no access to paid holiday or sick leave (as most casuals lack such access). Most Australian casuals have no access to protection against unfair dismissal, redundancy pay or long-service leave. The closest analogy in the UK is ‘zero hours contracts’ (you have a ‘job’ but no guarantee that you will work in any particular week) while the OECD usually uses ‘temporary employment’ as its indicator of precarity in employment and includes Australian casual

---

33 Between 2010–11 and 2016–17, the number of hours sought, but not worked, by underemployed people in Australia grew by 31 per cent, five times the total growth in hours worked. See Australian Bureau of Statistics, ‘Labour Account Australia, Quarterly Experimental Estimates’, September 2017. Canberra 6150.0.55.003.
employment in that measure. There has not been much change in the past decade in the overall proportion of Australian employees who have access to holiday and sick leave.

Labour hire (where the worker is not a direct employee of the company for whom s/he is working) is another form of casual employment, and the growth of labour hire is part of the reason for the relative growth of full-time casual employment.34 Employees paid by labour hire agencies are in uncertain ‘triangular’ relationships with the labour hire firm and the firm for whom they are doing work. Labour hire workers appear to have inferior occupational health and safety outcomes35 and to lack protection from unfair dismissal and redundancy.

In dependent contractor relationships, the worker is not even an employee, even though they are mostly only working for one organisation (that in other circumstances would be called an ‘employer’). The term ‘independent contractors’ is sometimes used in popular discourse to refer to both the above group and those who are genuinely independent and have many clients or customers.

Whereas external numerical flexibility allows the employer to change the number of workers they have at a point in time, internal numerical flexibility (or temporal flexibility) allows them to change when and for how many hours those employees work. Casual employment does both. Part-time employment contracts may (or may not) also allow the employer to vary hours per employee.

Another aspect of internal numerical flexibility is the capacity of employers to get more hours out of workers when needed, through paid or unpaid overtime. Over much of the last century, premiums or ‘penalty rates’ for working nights or weekends, and in particular premiums for overtime, reduced the incentive on employers to make existing employees work for extra hours (rather than take on additional workers). In the last quarter

34 If we take the liberty of labelling people without leave as ‘casuals’, then the number of ‘casual’ full-timers grew in Australia by 38 per cent between 2009 and 2017. So-called ‘permanent’ full-timers (that is, those with annual leave) grew by just 10 per cent. On the other hand, some organisations have found their reliance on part-time casuals has been counterproductive, as it meant workers had no commitment and were unreliable. So some large retailers now use ‘permanent’ part-timers rather than casuals. So-called ‘casual’ part-timers grew by just 13 per cent between 2009 and 2016. ‘Permanent’ part-timers grew by 36 per cent. See Australian Bureau of Statistics, ‘Characteristics of Employment’. Canberra 6333.0.
In the 20th century, there has been a breakdown of the standard working-time model. A diminishing proportion of workers are employed for a standard 38 to 40 hours per week. A large proportion of the workforce are working either shorter hours (in part-time jobs) or longer hours.\textsuperscript{36}

So, while part of internal flexibility concerns the number of hours people work, another part, one that employer organisations are putting more emphasis on, is about getting people to work when it best suits the employer—including on nights or weekends. Hence wage premiums for unsocial hours—that is, for working nights or weekends (referred to in Australia as ‘penalty rates’ and in New Zealand as ‘penal rates’)—are being challenged. These were established a long time ago, both as an effort to get people to work unsocial hours (i.e. to increase labour supply at those times) and to compensate people for the inconvenience of working those hours (part of what neoclassical economists would call a ‘compensating wage differential’). Sundays have (in recent centuries) been associated with religious observance in some countries, and so the decline of religion has been used by some employers to argue that Sunday wage premiums are outdated, though the concept of a rest day has a much stronger lineage.\textsuperscript{37}

Although it is argued by some that the ‘24/7’ economy renders shift premiums obsolete, a counter is that it is still essential that people have time away from work on nights and weekends. In developed countries this is even more important now that two adults in a household are typically working, as otherwise the opportunities for a couple to spend time together would be very limited. Evidence indicates that people working at nights or weekends are more likely than others to be dissatisfied with the balance between their personal and family lives, and to report a deterioration in how well they get on with people at home. The partners of those working weekends are more likely than the partners of people who do not work weekends to want their spouses to get a different job and to complain about the way their social life is affected by their spouse’s work responsibilities.\textsuperscript{38}

\textsuperscript{36} For example, Australian Bureau of Statistics, ‘Working Time Arrangements, Australia’, November 2012. Canberra 6342.0.
To the extent that flexibility is associated with uncertainty, it is numerical flexibility that is at issue. The growth of numerical flexibility since the mid-1980s has been seen as signifying the growth of ‘precaritisation’; that is, the creation of precarious jobs. People in casual jobs, including labour hire, fixed-term employees and dependent contractors, can be seen as in particularly precarious jobs. So too, however, may be a number of people in ‘permanent’ jobs, as they can still be made redundant or otherwise dismissed—especially in the context of the emergence of ‘not there’ employment, discussed below. Guy Standing coined a term, ‘the precariat’, to encompass what he considered to be a new and dangerous social class, evident globally, experiencing ongoing precarity in work and open to political extremism. It evokes, but does not mean the same as, Marx’s ‘lumpenproletariat’, described as a dispossessed group at the bottom of society, including ‘vagabonds … knife grinders, tinkers [and] beggers’ who lacked class consciousness. Precarity, however, affects more than just a particular class of people or the ‘low skilled’—the precarity of casual (‘sessional’ or ‘adjunct’) university teachers, often with PhDs, is illustrative of this.

That growth in casualisation since the 1980s should not be seen as the emergence of a new phenomenon. It is better understood as the reemergence of an old phenomenon, reflecting a reversal of the gains workers had achieved in much of the preceding part of the twentieth century. In Australia, for example, casual employment was a dominant feature of working-class employment in the 1870s and 1880s. This reflected the high seasonality of rural and downstream employment, the unpredictability of demand in manufacturing, and employers’ ability to pass the costs of these things to employees (while maintaining an ILM for more trusted or important employees and relatives).

---

Is risk about job insecurity?

We need to recognise that transferring risk need not be the same thing as making jobs insecure. Campbell and Burgess, in a significant review article, refer to precariousness as manifested not only in employment insecurity (including underemployment) but also in earnings insecurity and working-time insecurity (i.e. unpredictability of shifts). Risk can simply be about making the livelihoods of workers insecure. If, in relative terms, wages are lowered, and workers are juggling which bill they can afford to not pay in which week, then people’s livelihoods are precarious in a way that is not captured by data on the probability of unemployment or the rate of casualisation. Wages growth has slowed in many countries including Australia, and ‘in a majority of countries across the world wage growth in recent decades has lagged behind the growth of labour productivity’.

Over the past three decades, median real wages in the USA have barely improved, and there an unexpected ill-health event can send even an insured family into penury.

In economics, risk is typically correlated with returns (high risk implies high returns). In recent decades, large firms have shifted the risk component of that equation onto labour, but protected the returns for themselves (and so the labour share of national income has generally declined). So risk transference has been an asymmetrical process that, in order to maintain returns to capital, has imposed greater precarity of livelihoods onto parts of labour than would otherwise occur, at a time when average incomes in society have been increasing.

---


The flexible firm

As firm strategy changed again in the 1980s, one model that emerged to explain the new behaviours of corporations was the ‘flexible firm’ model. This model was principally developed by John Atkinson in the UK.48 In the flexible firm model, employers seek an optimal balance between functional and numerical flexibility through segmenting the labour force into two groups: the core and periphery groups. The core of full-time employees enjoys job security, career development, high wages and are multiskilled. They occupy the primary ILM within the firm. The core group is the principal source of functional flexibility. The periphery is the source of numerical flexibility. So, by contrast to core employees, the periphery has job insecurity, poor career options, lower wages and low multiskilling.

The occupation of the employees who might comprise these groups is to some extent influenced by the adoption and uses of technology. For example, blue collar workers might be part of the stable core if the tasks they do require the use of the employee’s discretion and judgment (e.g. in small batch production). From earlier, we could expect the core to be associated with high-trust management styles, perhaps structured management, perhaps collectivist approaches. By contrast the periphery would be associated with low-trust styles, more likely individualism, and possibly less structure. That in turn implies management may have different management styles for dealing with different parts of the workforce—something that, as we have seen, indeed happens.

There have been a number of criticisms of the flexible firm model.49 Some relate to the ways in which employees are categorised. Precarity is not restricted to the group Atkinson describes as the periphery. Legge claims that the flexible firm model suffers from confusion as to whether it is a prescriptive model—considering ‘what should be’—or a descriptive model, considering ‘what is’.50 At times, it appears to do both. Yet, if it is prescriptive it shows little evidence of being a conscious strategy.

---


49 See the studies cited in Legge, Human Resource Management.

50 Ibid., 154.
Company survey data in the UK suggested that moves to greater numerical flexibility were mainly piecemeal, opportunistic and ad hoc rather than a result of strategic intent.\footnote{Ibid., 160.} In Australia, casualisation appeared higher in workplaces with ‘unstructured’ rather than ‘structured’ management.\footnote{Ron Callus et al., Industrial Relations at Work: The Australian Workplace Industrial Relations Survey (Canberra: AGPS, 1991).} Internationally, however, ‘one place where the core–periphery model undoubtedly has been strategically enacted is in the public services’.\footnote{Legge, Human Resource Management, 161.} If, on the other hand, it is meant as a descriptive model, Legge asks how does it improve on preexisting models of labour market segmentation? In essence, segmentation theorists argue that ‘labour markets are characterised by noncompeting groups, and economic, social and political forces combine to differentiate the rewards of comparable groups of workers’.\footnote{Peter Brosnan, David Rea, and Moira Wilson, ‘Labour Market Segmentation and the State: The New Zealand Experience’. Cambridge Journal of Economics 19, no. 5 (1995): 667–96.}

My concerns are several. The model treats part-time workers as part of the periphery, which is only true for some (mostly those underemployed or on temporary or casual contracts). It fails to explain why, in the face of all this flexibility, the employment relationship persists. It gives inadequate consideration to employer strategy towards employees and what determines that strategy—in particular, the importance for firms of avoiding accountability—and so has limited predictive value. In that sense, it privileges ‘flexibility’ above all other elements—hardly surprising as that is the focus of so much rhetoric from employers and policy-makers. But why doesn’t everyone just use independent contractors? To be fair, though, it is a theoretical model that emerged in the 1980s, so it is hardly surprising that modifications should be required.

‘Not there’ employment

Even if moves to the flexible firm model were initially piecemeal, ad hoc and opportunistic, its appearance in the literature signalled pressure for some fundamental changes to the way firms organise. More than just reduce risk and cost, however, firms have also sought to achieve ‘distancing’ through what can be called ‘not there’ employment—a method of corporate organisation whereby firms can avoid accountability for misbehaviour by affiliates or subsidiaries by denying responsibility: ‘We’re not there!’. The term ‘not there’ employment is deliberately ironic: of course workers
are experiencing the capitalist employment relationship, so in that sense it is very much ‘there’; but it is also a device by which large corporations can say we are not there. So it is not necessarily employment that is ‘not there’, it is the lead corporation. At least, that is how it is meant to be in the eye of the intended beholder.

As a model of firm behaviour, it has some similarities to the ‘flexible firm’ model, but focuses less on forms of ‘flexibility’ and more on capital, accountability and transaction costs. ‘Not there’ employment facilitates a higher rate of noncompliance with labour laws. It is thus more akin to the process of ‘fissuring’ that has often been used to describe modern workplaces.\(^{55}\) The terms ‘fractured’ and ‘fragmented’ have also been used.\(^{56}\) And yet, the employment relationship persists. Many corporations are seeking to make greater use of ‘flexible’ labour, and engage in ‘not there’ employment to minimise costs and risk and to avoid responsibility for some of the labour costs they would otherwise incur and possible breaches of the law. They typically contract to others who in turn hire employees (or who subcontract to others, who in turn hire employees). So part of their workforce is ‘flexibly’ deployed. But they also retain an ILM for their ‘core’ employees. This bit, then, is what Atkinson referred to as the ‘flexible firm’ model in the 1980s. The details have changed a bit since then, but the central idea—many firms simultaneously operating an ILM-based core and a periphery participating in an external labour market—remains true.

So ‘not there’ employment is the process by which centres of capital (we might call these ‘lead firms’ or ‘core capital’) fragment what would otherwise be corporate structures in ways that maintain high control, minimise labour costs and risk, maximise centralised profits and minimise accountability for externalities. Thus, ‘not there’ employment is the key feature of an emerging ‘not there’ capitalism, in which the concentration of capital within product markets grows.\(^{57}\)
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More precisely, the key methods of ‘not there’ employment are: control is retained by a central entity (e.g. the ‘lead firms’ in supply chains); production is undertaken within smaller entities (the ‘dependent firms’—we might call them ‘peripheral capital’), which are formally separated from the lead firms; core and dependent firms are linked by contract; and labour is ostensibly and directly controlled by the peripheral capital in dependent firms. That labour may be classed as ‘employees’ or as ‘contractors’, according to the context. Fundamentally, though, the employment relationship—hence ‘not there’ employment—persists, despite all the fissuring pressures.

The manifestations of this phenomenon vary between sectors and industries. In the public sector, the urge to minimise accountability is manifested as privatisation, or contractual relationships (such as ‘public–private partnerships’) made opaque through contracts that are ‘commercial in confidence’. In the private sector, variations between industries may occur according to the nature of the product in that industry, the degree of competition, the share of costs represented by labour costs, the geographic scale of production, the nature of labour and labour organisation including exposure to secondary labour markets, occupational norms and the ideology and strategy of employers, among other factors. If there is one major difference with the casualised employment of the late nineteenth century that we saw, it is this: whereas at that time much peripheral labour was directly hired by the responsible employer, under ‘not there’ employment a growing part of the responsibility for hiring peripheral labour rests with dependent firms or peripheral capital.

What determines the activities that are done ‘in-house’ and those that are ‘not there’—undertaken in franchises, contractor firms or some other form of peripheral capital? Transaction cost economics, a form of institutional economics associated with writers such as Coase and Williamson, suggests that the transaction costs (including supervision costs) of having work done determine whether it is done in-house or by ‘the market’. This, correctly, puts the emphasis on control. As Gramsci said, ‘discipline and a good state of production is only possible if there exists at least a minimum of

58 Lee and Fahey, ‘Boom for Whom?’.
constitutionality, a minimum of consent on the part of the workforce’. An aspect of this is being able to deliver, cheaply, products or services that might otherwise be considered too expensive: getting a product to a customer in time, or having a service available at an abnormal time. In addition, the desire to minimise risk and to avoid accountability (to minimise the appearance of control) are also factors in deciding whether to internalise or externalise particular aspects of production. In effect, each corporation makes an assessment of whether the combination of these factors—cost, control, risk and accountability—makes internal or external production more attractive. Some of these things lend themselves to calculation more than others. Cost is the simplest thing to express as dollars while, at the other extreme, the benefits or disadvantages of minimising accountability may be very difficult to express as dollars, and so judgements about that (expressed as ‘sticking to our core business’) may be taken at a higher level in the organisation.

The employment relationship and the future

The rise of the ‘gig economy’, discussed in more detail below, has raised a debate about whether the employment relationship has a future at all. Yet despite all the predictions of the ‘death of employment’ (including a 2008 book by that title), it has not happened and most likely will not happen.

The meme that the employment relationship is dying may be seen in a few ideas, not just the emergence of ‘not there’ employment. The first is the idea that, instead of the employment relationship, we are witnessing the rise of ‘freelancing’ or the ‘gig economy’ as workers become self-employed and contractors instead of employees. Second is the idea that workers will not want to stay with organisations any more—they want not one career, but lots of careers, even ‘boundary-less careers’ or ‘portfolio careers’. The third one is the idea that firm size is decreasing, and large firms are no longer as important as they used to be.

61 The extent to which consumer demands for timely delivery influence outsourcing in Australian road transport is presently being investigated by Kaylee Boccalatte.
These ideas are clearly interrelated. They are also mostly either exaggerated or plain wrong. I address them in reverse order.

First, evidence shows that firm size is not decreasing.63 Nor is workplace size declining structurally. Such measures vary with the state of the business cycle (a more prosperous economy means bigger businesses, on average), but there is not a clear long-term trend.

Second, while the employer demand for increased ‘flexibility’ is genuinely ‘a thing’, self-employment, by contrast, is not growing. Table 6.1, using OECD data, shows self-employment declining between 2000 and 2014 in 26 countries for which data were available, and increasing in only 11. Across those 37 countries, the unweighted average rate of self-employment fell by 2.2 percentage points over the period. Across the OECD (a smaller grouping), the weighted average rate of self-employment fell by 1.9 percentage points between 2000 and 2011. The death of employment is an international myth without international substance.

The mythology of the ‘portfolio’ career, as if workers like to be shunted from industry to industry over their lifetime, hides the likelihood that workers are more insecure than before. Some, of course, may prefer changes of career, but for others career changes are a euphemism that is forced upon them by the impermanency of work.

Table 6.1: Percentage change in self-employment, 37 countries, 2000–14

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Turkey</td>
<td>51.4</td>
<td>34.0</td>
<td>−17.4</td>
</tr>
<tr>
<td>Korea</td>
<td>36.8</td>
<td>26.8</td>
<td>−10.1</td>
</tr>
<tr>
<td>Greece</td>
<td>42.0</td>
<td>35.4</td>
<td>−6.5</td>
</tr>
<tr>
<td>Portugal</td>
<td>26.1</td>
<td>19.9</td>
<td>−6.3</td>
</tr>
<tr>
<td>Poland</td>
<td>27.4</td>
<td>21.4</td>
<td>−6.0</td>
</tr>
<tr>
<td>Iceland</td>
<td>18</td>
<td>12.5</td>
<td>−5.4</td>
</tr>
<tr>
<td>New Zealand</td>
<td>20.6</td>
<td>15.3</td>
<td>−5.4</td>
</tr>
<tr>
<td>Japan</td>
<td>16.6</td>
<td>11.5*</td>
<td>−5.1</td>
</tr>
</tbody>
</table>

63 See, for example, Stefan Hajkowicz et al., Tomorrow’s Digitally Enabled Workforce: Megatrends and Scenarios for Jobs and Employment in Australia over the Coming Twenty Years (Brisbane: CSIRO, 2016), 41, Figures 14 & 15. The figures show declining shares of small business, even though the accompanying text suggests the opposite.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>37.1*</td>
<td>32.3</td>
<td>−4.8</td>
</tr>
<tr>
<td>Hungary</td>
<td>15.2</td>
<td>11.0</td>
<td>−4.2</td>
</tr>
<tr>
<td>Chile</td>
<td>29.8</td>
<td>25.9</td>
<td>−4.0</td>
</tr>
<tr>
<td>Mexico</td>
<td>36</td>
<td>32.1</td>
<td>−3.9</td>
</tr>
<tr>
<td>Italy</td>
<td>28.5</td>
<td>24.9</td>
<td>−3.5</td>
</tr>
<tr>
<td>Australia</td>
<td>13.5</td>
<td>10.2</td>
<td>−3.3</td>
</tr>
<tr>
<td>Switzerland</td>
<td>13.2</td>
<td>10.0</td>
<td>−3.2</td>
</tr>
<tr>
<td>Russia</td>
<td>10.1</td>
<td>7.2</td>
<td>−2.9</td>
</tr>
<tr>
<td>Spain</td>
<td>20.2</td>
<td>17.7</td>
<td>−2.5</td>
</tr>
<tr>
<td>Canada</td>
<td>10.6</td>
<td>8.8</td>
<td>−1.9</td>
</tr>
<tr>
<td>Israel</td>
<td>14.2</td>
<td>12.5</td>
<td>−1.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>18.8</td>
<td>17.4</td>
<td>−1.4</td>
</tr>
<tr>
<td>Belgium</td>
<td>15.8</td>
<td>14.6</td>
<td>−1.2</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>7.4</td>
<td>6.2</td>
<td>−1.2</td>
</tr>
<tr>
<td>USA</td>
<td>7.4</td>
<td>6.5</td>
<td>−1.0</td>
</tr>
<tr>
<td>Norway</td>
<td>7.4</td>
<td>7.2</td>
<td>−0.2</td>
</tr>
<tr>
<td>Columbia</td>
<td>51.8*</td>
<td>51.8</td>
<td>−0.1</td>
</tr>
<tr>
<td>Denmark</td>
<td>9.1</td>
<td>9.0*</td>
<td>−0.1</td>
</tr>
<tr>
<td>Germany</td>
<td>11.0</td>
<td>11.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sweden</td>
<td>10.3</td>
<td>10.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Austria</td>
<td>13.3</td>
<td>13.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Estonia</td>
<td>8.8</td>
<td>9.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Finland</td>
<td>13.7</td>
<td>14.1</td>
<td>0.4</td>
</tr>
<tr>
<td>France</td>
<td>9.3</td>
<td>9.7*</td>
<td>0.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>16.1</td>
<td>18.6</td>
<td>2.5</td>
</tr>
<tr>
<td>Great Britain</td>
<td>12.8</td>
<td>15.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>15.2</td>
<td>18.1</td>
<td>2.9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>11.2</td>
<td>15.9*</td>
<td>4.7</td>
</tr>
<tr>
<td>Slovakia</td>
<td>8</td>
<td>15.4</td>
<td>7.4</td>
</tr>
<tr>
<td>Unweighted average (all)</td>
<td>19.3</td>
<td>17.1</td>
<td>−2.2</td>
</tr>
<tr>
<td>OECD average</td>
<td>17.7</td>
<td>15.8**</td>
<td>−1.9</td>
</tr>
</tbody>
</table>

Notes: * 2013 ** 2011 # 2001
Source: OECD database accessed 23 August 2016. The 3-digit country codes can be found at www.iban.com/country-codes.
Globally, only about half of all employed people are employees. That’s mostly because, in developing countries, a lot of work is in the ‘informal’ sector outside the scope of employment regulation. In sub-Saharan Africa and South Asia, only about one in five employed people are employees earning a wage or salary. This is nothing new. As countries become more industrialised, the informal sector declines and the use of the employment model grows, as capitalism organises production through employees and the need for control of workers grows.

So there is another paradox: the rise of new models like Uber, with its use of contract labour rather than employees, exists side by side with the continuing importance of employment. That paradox is explained by two things: the resistance of employees to greater insecurity; and the ongoing efficiency of employment as a means to control worker behaviour, alongside the ongoing urge of capital to cut costs.

The first of these has already been discussed. The second warrants elaboration. The employment contract is open-ended, and it is impossible to put into it every aspect of what an employee must do. That problem is multiplied many times over when you move from an employment contract to a contract for service.

Contracting is a way of reducing costs and risk, increasing profits and avoiding accountability, but it is not effective for maintaining control, so firms may use a combination that involves contracting out to others (I call them ‘mid contractors’) that in turn often (not always) hire employees.

For most owners of capital, and for most CEOs, the corporation is the most efficient form of economic organisation and it most efficiently operates through employing people. This is fundamentally because the transaction costs in controlling workers through an employment relationship are lower than the transaction costs of alternatives, such as drawing up and implementing contracts with them as independent contractors. So, for example, a firm can more closely supervise employees than contractors, it can manage uncertainty better, it can minimise the risk of opportunistic behaviour, and it need not waste time and money renegotiating contracts with them when they turn up for work each day. In The Circle, Mae is an employee, even though her job (the equivalent of an Instagram ‘influencer’ of the 2010s) is in effect held by the self-employed at present; she is an employee of The Circle because that is how best the company can exercise control over her.
Even when firms contract out part of their operations, the people who end up doing the work are often still employees, because that is the most efficient way for a firm to run its business. For example, when a mining company gets what are known in the industry as ‘contractors’ in to work in a mine, they are usually employees of a contracting firm, that supplies just the workers (a ‘labour hire’ firm) or both workers and equipment. They work on the mine site, but are employees—hired on a casual basis and at much lower cost to the mines.

Through global value chains, an organisation can control a very large number of workers, while having very few as employees within its own organisations. The rest may be employees in contracting forms. In 2013, over 700,000 people were part of Apple’s global value chain, but only 80,000 of them were employed directly by Apple itself.\(^6^4\)

Another, growing, example is franchises: a large organisation like 7-Eleven or McDonald’s may contract out business to many franchisees, but they in turn hire employees to work in the stores. Franchising is a way by which the owners of capital (at the top or peak of the hierarchy) contract out to ‘franchisees’ who run the outlets (fast food, retail, etc.) rather than the large firms running the outlets themselves. But most of the people who work in the outlets are employees—of the franchisees, rather than the capital at the top of the hierarchy.

The franchisors still control the product, but franchisees have responsibility for employment. The franchisees are also small businesses, and so less likely to comply with labour regulations than large firms.\(^6^5\) Hence the franchisors gain the financial benefit from franchisees’ low-cost way of operating.\(^6^4\) This model cuts costs and transfers risk down the chain—

---


which means jobs, or at least personal finances, are more insecure, and the opportunities for underpayment of workers (discussed in Chapter 10) are increased. Franchising has been growing in importance, and employment in franchisees as a share of total employment has likewise grown.66

Many organisations have sought to adopt the Uber platform model. I discuss that shortly. Others firms have tried to turn employees into faux ‘independent contractors’ (such as at Kemalex, in Australia, a few years ago) to avoid paying leave, superannuation and workers’ compensation. Workers and unions have resisted this ‘sham contracting’.67 Most employees do not actually want to be contractors. Like employers, they prefer the stability of the employment relationship.

Meanwhile, a lot of the people who end up as the ‘mid contractors’ are probably people who would otherwise have been small-business owners or self-employed anyway. Circumstances differ between industries. For example, people who love trucks might buy one. They will then become owner-drivers—and sit at the bottom of the road transport industry supply chain. In the textiles, clothing and footwear industries, workers were forced to be contractors (‘homeworkers’) and as recently as a decade ago worked in Australia for pay averaging as little as $6 per hour with some receiving half that or less.68

That has been the pattern in those industries for a long time. Most new manifestations of ‘not there’ employment take one of two forms. In most industries new forms of ‘not there’ employment continue to ultimately rely on employees. In some, though—mostly associated with the ‘platform economy’—core capital contracts to people, many of whom would have been self-employed anyway or, like many Uber drivers, have a ‘main’ job as an employee.69 ‘The sources of worker insecurity vary between industries, and a lot of variation between industries and periods

66 Lorelle Frazer, Scott Weaven, and Anthony Grace, Franchising Australia 2014 (Brisbane: Griffith University, 2014).
can be hidden by national aggregates. Franchising has grown in retailing; labour hire in mining; outsourcing in the public sector; second jobs in manufacturing; spinoffs in communications; casualisation in education and training; and global supply chains send jobs internationally to low-paid, often dangerous workplaces in a number of industries.

Even ‘casual’ or ‘permanent’ employment status (as proxied by access to paid leave) can be an inadequate indicator of worker insecurity. Employees at the bottom of the chain in many of these industries might have access to annual leave and sick leave. Offering leave is better for attracting labour and might be cheaper than paying the casual loading. There is also no need to hire someone on a casual contract if you can make them redundant when the work dries up—if, for example, you lose your contract with the main firm. If your firm can go bankrupt, then you often will not even have to pay redundancy benefits.

Other sources of worker insecurity might arise from weaknesses in the operation of labour-market institutions. In Australia, for example, firms have discovered they can terminate collective agreements, or get a handful of workers to sign new agreements that then apply to everyone, as a means of cutting pay and conditions.70 Some firms put employees onto contrived arrangements that make them out to be contractors, often illegally.71 The growing insecurity of workers, including through underemployment, and the concentration of economic power help explain why wage growth has been stagnating. Indeed, with wage growth low across most developed countries, that successful ‘war on wages’ may be the biggest single sign of worker insecurity.72

---


The ‘platform’ or ‘gig’ economy

Technology is often seen as fundamentally changing workplace relations through the ‘platform economy’, the ‘gig economy’ or ‘freelancing’. These terms are often used interchangeably, as if to indicate that the growth of the gig economy is synonymous with ‘freelancing’. The term ‘freelancing’ is used very loosely and often in multiple ways, and so some large estimates of the freelancing workforce are made. For example, the Freelancers Union, a lobby group (not a trade union) in whose interest it is to maximise the number of ‘freelancers’, defined them as including employees who at any time in the previous year had held a fixed-term job or a second job as a contractor, and so it claimed that freelancers made up 34 per cent of the US workforce. Using a different definition, Kitching estimated freelancers at just 6 per cent of the UK workforce. ‘Freelancer’ is such a poorly defined concept that we do not use it in the remainder of this chapter.

To get a clearer understanding of the platform economy, also known as the gig economy, we turn to Valerio De Stefano:

‘The gig-economy is usually understood to include chiefly two forms of work: ‘crowdwork’ and ‘work on-demand via apps’ … The first term is usually referred to [sic] working activities that imply completing a series of tasks through online platforms … ‘Work on-demand via apps’, instead, is a form of work in which the execution of traditional working activities such as transport, cleaning and running errands, but also forms of clerical work, is channelled through apps managed by firms that also intervene in setting minimum quality standards of service and in the selection and management of the workforce.’

---

73 Freelancers Union and Elance-oDesk, Freelancing in America: A National Survey of the New Workforce (2013).
74 John Kitching, Exploring the UK Freelance Workforce in 2015 (London: Association of Independent Professionals and the Self-Employed, 2016); Kitching’s data indicate that the estimate would more than double if a broader occupational definition of freelancers were used.
Platforms involve many workers. Uber, for example, has a global workforce of around 160,000; its US competitor Lyft has 50,000. Amazon Mechanical Turk (AMT) mediates crowdwork for up to 500,000 people internationally and Crowdflower 10 times that number.76

Still, this is only a small portion of the overall workforce. In the UK, the estimates of platform economy work are fairly consistent, probably reflecting similarities in data methods. The UK Chartered Institute of Personnel and Development (CIPD), drawing on its own online survey of 5,000 adults in December 2016, estimated 4 per cent of adults had been ‘gig workers’ at some time in the previous 12 months.77 An online survey for the UK Department for Business, Energy & Industrial Strategy (BEIS) estimated that 4.4 per cent of the population in Great Britain had worked in the gig economy in the preceding 12 months.78 Of those, just slightly under one-third provided services this way at least once a week. That is, roughly 1 per cent of British workers regularly participated in the platform economy.

American estimates are more variable. An August 2016 online survey by the Pew Research Center of 4,500 adults in the US found only 8 per cent of adults had used digital work or task platforms in the previous year.79 It appeared to pick up especially more crowdworkers than the UK surveys. A more indirect estimate, by J.P. Morgan based on money transfers, put the number much lower: a cumulative 0.9 per cent of US adults had ever participated in the gig economy according to it.80 US economists Lawrence Katz and Alan Krueger, based on 2015 data from an official labour force survey, estimated only 0.5 per cent of US workers had identified customers through an online intermediary, and noted this was close to two other, independently derived estimates.81

76  Ibid.
77  Chartered Institute of Personnel and Development, To Gig or Not to Gig? Stories from the Modern Economy (London: CIPD, March 2017).
79  Aaron Smith, Gig Work, Online Selling and Home Sharing (Pew Research Center, 17 November 2016).
Another study (not aimed at estimating its penetration) was undertaken by the ILO in 2016 and involved surveying 1,800 workers in Crowdflower and AMT.

It is likely that online surveys, by their nature, will overestimate the incidence of ‘platform economy’ workers relying on online apps, potentially by quite a bit, but that alone does not account for the discrepancies between estimates. Question wording also matters. Another important factor in interpreting these estimates is time-related: at any single point in time, only a small number of people will be employed in the gig economy, but a much larger number of people will have worked in it at some time over the previous year to supplement otherwise low incomes, sometimes only once and with minimal effect. There may be international differences, but it seems likely that 1 per cent or less of the workforce is regularly part of the platform economy in developed countries, many others dip their toes into it and then take them out again, the numbers are likely growing, but they are presently exceeded by the numbers of contractors and comparable workers who do not rely on apps for their work.

Despite its limited size, the ‘platform’ economy is a major area where digital technology has allowed a new form of work organisation to develop. There are many stories, ranging from exciting to horrifying, about work in the gig economy.82 Some of the key points about the ‘gig’ economy from the above research and another ILO study83 are as follows.

The use of digital work or task platforms is more common among younger workers. In the Pew survey, 17 per cent of 18–29 year olds, compared to 10 per cent of 30–49 year olds and just 4 per cent of 50–64 year olds, had earned money through digital work or task platforms.84

---

84  Smith, Gig Work.
The use of digital work or task platforms is more common among lower income earners. In the Pew survey, the proportions of adults who had earned money through digital work or task platforms were 10 per cent in households with annual income less than $30,000, compared to 8 per cent with income of $30,000–$75,000 and 4 per cent in households with incomes above $75,000. The incidence was also higher among blacks (14 per cent) and Latinos (11 per cent) than whites (5 per cent), and lower among those who had college (university) qualifications (6 per cent) than those with lower qualifications (9 per cent).

‘Gig economy’ work provides essential income for a minority of participants. In the CIPD survey, only 25 per cent of ‘gig’ workers said it was their main job. In the Pew survey, 29 per cent of platform workers said that the income they earned from it was essential for meeting basic household needs, while 27 per cent said it was ‘important’ and 42 per cent ‘nice to have, but not essential’. In the BEIS survey, only 14 per cent of gig workers earned half or more of their total income from gig work.

Many gig-economy workers have other jobs. In the CIPD survey, 58 per cent of gig-economy workers with other jobs had permanent jobs (compared to 78 per cent in the population at large). Only a minority (20 per cent) were self-employed. Another survey by the ILO confirmed that the otherwise self-employed were only a minority of ‘gig’ workers, and only a minority had been running a business before taking up ‘gig’ economy work.

A majority of ‘gig’ workers are chronically underemployed. In the CIPD survey, only 26 per cent said that, overall, they got enough work on a regular basis in the gig economy. In the ILO survey, the most common reason given, when respondents were asked why they were not doing more crowdwork (or non-crowdwork), was that there isn’t enough work.

85 Ibid.
86 Chartered Institute of Personnel and Development, To Gig.
87 Smith, Gig Work.
88 Lepanjuuri, Wishart, and Cornick, Characteristics.
89 Chartered Institute of Personnel and Development, To Gig.
91 Chartered Institute of Personnel and Development, To Gig.
Expressed as an hourly rate, pay in the gig economy is low and often below minimum wages. In the CIPD survey, median earnings for transport or delivery was £6 per hour, and for short-term jobs was £7 per hour, below the then living wage of £7.20 per hour and the minimum wage for 21–24 year olds of £6.95 per hour. In the BIES survey, only 36 per cent of those who disclosed earnings received less than £7.50 per hour but 85 per cent of those who were involved in gig work from one to three times a week in the gig economy had earned less than £5,000 from their work in the preceding 12 months. In the ILO survey, median pay for AMT workers was US$4.65 per hour, well below the minimum wage. A separate analysis of 3.8 million tasks on AMT found that the median pay was closer to US$2 per hour, much less than requestors paid, due in part to time between tasks (e.g. time spent searching for tasks) and tasks ‘returned’ (not completed, perhaps because the requestor’s description was inaccurate). In Australia, Unions NSW calculated that rates received via Airtasker for data entry, cleaning and sales were between AU$3 and AU$9 below the relevant minimum award rates. Hence the Twitter user named ‘Fair Gig for all’ tweeted on a regular basis about vacancies on Airtasker for jobs paying below the minimum wage.

Although platform economy workers are doing it tough, they also seem surprisingly optimistic, perhaps reflecting an optimism bias identified by Kahneman, related to ‘adaptive preferences’. In the CIPD survey, only 49 per cent of ‘gig workers’ (compared to 56 per cent of other workers) said they were ‘living comfortably’ or ‘doing alright’. However, 46 per cent of platform workers (compared to 26 per cent of other workers) expected their economic situation to improve over the coming year. And while only 57 per cent of platform workers (compared to 67 per cent of other workers) were saving for retirement through a pension plan,
fully 33 per cent of platform workers (compared to 21 per cent of other workers) were confident they could live comfortably when they stopped working.\(^{101}\)

Platform economy workers did not think highly of their training opportunities. Nor did their thoughts readily turn to trade unions when asked to whom they would take complaints.\(^{102}\) For some ‘platform economy’ workers, like Uber drivers or their equivalent in other industries, who have a main job elsewhere, their attachment to work may be low and their willingness to organise resistance to their conditions of employment may be low. But for those who are reliant on gig-economy earnings as their sole source of income, their responses to attempts to organise to improve conditions of employment may be quite different. There are many media reports of such workers taking collective action, sometimes strike action, in support of improvements in pay or conditions, and some instances where they have won treatment equivalent to that of employees.\(^{103}\) The whole idea of them being independent contractors, not employees, has been challenged in several jurisdictions, sometimes successfully,\(^{104}\) and sometimes not (e.g. in Australia).\(^{105}\) Uber says it is not a transport

\(^{101}\) Chartered Institute of Personnel and Development, *To Gig*.

\(^{102}\) Ibid.


company, it is a technology company, acting as a client to drivers, but it is clearly in competition with transport companies and celebrates providing that competition.106

There have been reports of a new labour-hire app called ‘Squaddle’, described as the ‘Uber of hospitality.’ This app allows ‘contractors’ to bid for work at restaurants and bars to fill last-minute staffing gaps.107 Many firms are trying this approach, and app developers see it as a way of making lots of money. Platform firms both supply and discipline low-paid blue-collar contractors, for use by warehouses or other corporations, much like the day labour of the past.108 They may even pretend to represent the interests of those contractors by compulsorily enrolling them as members in associations in which they have no voting rights.109 It is a model that has already spread to many industries and occupations and that will likely find its way into almost any area of work that lends itself to casual employment or contracting, including some where those modes of employment have not been used before—because it provides for a new mechanism of control that partially takes the place of the employment relationship in exercising control, especially through the ‘rating’ functionality. That said, many US firms following the Uber model—like Cherry (car washes), Prim (laundry), SnapGoods (gear rental), Rewinery (wine) and HomeJoy (home cleaning)—have failed. One author argues, ‘they provide crummy jobs that most people only want to do as a very last resort. These platforms show their workforce no allegiance or loyalty, and they engender none in return’.110

---


109 Ibid.

110 Hill, ‘Good Riddance’. 
In effect, there is a major labour supply problem that many of these firms have been unable to reconcile. Uber itself has never made a profit. Despite the low wages, and frequent law-breaking, its prices are too low, and its financiers are waiting for a return on their investment. It might appear that it aims to drive competitors (taxis) out of business and grow its market share and prices over the long run. Yet, if it does that, other platform-based ride services (such as Lyft) would step in and out-compete it. Perhaps it is hoping to hold on until driverless cars are available, in which case it would no longer have to worry about payments to drivers, but unless it hires those cars from owners it would face huge capital costs that it has so far avoided. Its hopes likely extend beyond driverless cars.

The biggest challenge to the employment relationship is in the ‘platform economy’. This is because virtual platforms provide a new, cheap way of control that may replace the need for the employment relationship. It is not only the availability of electronic control and surveillance that makes this possible. It is also that the rating systems in many platforms minimise the costs of monitoring quality. Not only does the platform reduce the need for an employment relationship, it also reduces the need for intermediate or peripheral capital to organise labour on behalf of core capital.

However, there are still limits to the use of cost cutting and of platform control. The gig economy will grow, but it will not overtake the employment relationship.

Conclusions

Flexibility is not a concept restricted to the gig economy and has been important in work for over three decades. The language of flexibility, we have seen, is value laden. The platform (or ‘gig’) economy is a major area where digital technology has allowed a new form of work organisation to develop. It is an area of heightened flexibility by labour, income insecurity, minimal employee control, and barriers to labour organisation.

The emergence of a new phase of capitalism, featuring ‘not there’ employment, signals some major challenges to labour and to regulators. But it does not signal the demise of the employment relationship and its replacement by a horde of freelancers. This is because cores of capital want to minimise costs and accountability, but they do not wish to minimise control. Their share of product markets increases. The paradox of the rise of new ‘gig economy’ models like Uber, and the continuing importance of employment, is explained by the ongoing efficiency of employment as a means to control worker behaviour, alongside the ongoing urge of capital to cut costs. The employment contract is open-ended, and it is impossible to put into it every aspect of what an employee must do. Contracting is a way of reducing costs and risk, increasing profits and avoiding accountability, but it is not effective for maintaining control. The contradiction discussed here is at the heart of ‘not there’ employment and its resolution plays out differently in different industries, but in the end the employment relationship provides a form of control that no other contractual relationship can achieve. Even when critical activities are outsourced to peripheral capital, the labour used by peripheral capital is often (not always) kept under control through the employment relationship, because this enables peripheral capital to control labour (and to minimise labour turnover costs) in the way it needs, to meet its obligations to core capital. The platform economy reduces the need for peripheral capital as an intermediary between core capital and labour.
Out of Google offices around the world, at 11.10 am on 1 November 2018, poured 20,000 workers. They were walking off the job, most directly about the way the company was seen as having protected three senior employees accused of sexual harassment, but if you looked deeper you also saw complaints about pay discrimination, lack of transparency, racism and the treatment of contract workers. That protection, it gradually transpired, included providing two of the controversial executives with exit packages worth a total of US$135 million (approximately AU$200 million). The walkout was astonishing to many because Google, one of the largest tech companies in the world, was also notably nonunion. ‘Google Walkout for Real Change’ does not call itself a union, but its activists behave as if it is. Google, meanwhile, tried to suppress collective organisation within the corporation, much as many nonunion employers had done. The dispute continues, and since then its organisers have

provided support for worker actions in other tech firms.⁵ It shows that
even in the virulently antiunion climate of Silicon Valley⁶ (the location for
The Circle), employees want voice.

Voice refers to a range of ways through which workers can influence
decisions that affect them. As we’ve seen in previous chapters, management
of employees has tended to move in two seemingly contradictory directions:
towards tighter managerial control, or towards greater responsibility on
employees. This pattern is likely to continue into the future. In which
direction individual managers move will depend on the industry of the
firm, the technology available to management, and the strategic direction
chosen by managers, sometimes in response to pressures from owners,
sometimes driven by their own preferences or the possibilities that arise
from technology. Efforts by management to tighten control lead to
resistance from employees and generate conflict, and the tendency of
technological changes to enhance that capacity for managerial control
makes that resistance no less likely. So management tries to persuade
employees that it is all in their interests, often via culturism (as discussed
in Chapter 5), and sometimes by adopting ‘high-trust’ approaches centred
on enhancing employees’ ‘voice’ at work

If management does not want to give employees voice, employees will want
voice anyway. Most employees seek more say at work, sometimes calling it
‘participation in decision-making’ or even ‘workplace democracy’,⁷ while
psychologists refer to ‘job control’. The phrase you sometimes hear about
the workplace—‘leave your brains at the gate’—is used by workers to
summarise the dismissive view many bosses have about the contribution
employees can make, and about how much say workers have in what
they do at work. Whatever some employers have done voluntarily about
employee voice, there is little doubt that the underlying trend is towards
less worker power in the workplace, as explained in Chapter 2 and shown
by the decline in union membership,⁸ and the growth of managerial
surveillance and control discussed in Chapter 5. So I want to explore this
concept of ‘voice’, including how employees can, do and will exercise it.

---

⁵ See twitter.com/GoogleWalkout.
⁶ Noam Scheiber, ‘Google Workers Reject Silicon Valley Individualism in Walkout’. New York Times,
smid=nytcore-ios-share.
Voice

Voice is a term with complex and ‘uneven’ meanings—that is, different people use it to describe different things. At the simplest level, it can be divided into formal voice, which is often referred to as ‘employee participation’, and informal voice, which concerns the day-to-day behaviour of management—the extent to which managers have ‘open door’ practices, engage in behaviours such as a daily ‘walk around’ the factory or office floor, or otherwise obtain, welcome and pay attention to the views of ordinary employees. Informal voice is very much a function of management style, particularly regarding the high-trust/low-trust dimension, discussed in Chapter 5. Our focus in this chapter is on formal voice, though beware that formal voice mechanisms will be blunted or even rendered ineffective if they are undermined by informal practices that ignore employee views. That said, just because something is formalised does not make it participatory. Formalised ‘information sharing’ does not equate to employee participation. Employee voice can only be said to exist if it travels ‘upwards’; that is, if management decisions are influenced by what those ‘below’ them are saying or demanding. As we saw in Chapter 5, sometimes firms will want to give the appearance of being participatory in order to disguise a high level of control over employees.

A common distinction is also made between direct participation (e.g. productivity improvement groups, management employee meetings, quality circles and semiautonomous work groups); and representative (or ‘indirect’) participation (e.g. joint consultative committees, works councils and employee board representatives).

The most important way of categorising voice, though, is the extent to which it is management-constrained (conditional) or employee-controlled (independent). The issue of constraint and control here refers not just to whose voice is heard but also to who makes the decisions about whether employee voices will continue to be heard. This dimension is therefore closely related to the implications of employee voice for power. ‘Management-constrained’ implies lower employee power; ‘employee-controlled’ implies the opposite.

---

9 Tony Dundon and Derek Rollison, Employment Relations in Non-Union Firms (London: Routledge, 2004).
A voice mechanism is management-constrained if it is conditional on management’s acquiescence, and so management can ultimately terminate an arrangement for voice. Most forms of ‘employee participation’ that you may have heard of come under this category. These include almost all ‘direct’ and some ‘indirect’ or ‘representative’ forms of employee participation. A voice mechanism is employee-controlled if it is independent of management’s intent, and so management cannot unilaterally terminate an arrangement for voice. Some representative forms of employee participation are employee-controlled. In developed countries, by far the most common form of employee-controlled participation is trade unionism. Sometimes, though, the term may refer to ‘works councils’ (a form of representative participation found in parts of Europe), the activation of which may depend on employees specifying they want to have it. As they may be pressured against this, there are proposals to make this (called Mitbestimmung in Germany) compulsory.10 So the distinction, while useful, is not without caveats. In some developing countries nongovernment organisations (NGOs) are mechanisms by which employees might independently express their voice.

Employee participation is promoted by different people for different reasons. Some managers, and some policy-makers, encourage employee participation because of the perceived potential to improve economic performance, and there is quite a lot of evidence that it does this.11 Usually, such arguments are made about conditional voice, and that is the main reason management allows it to occur. Independent voice probably has a weaker, perhaps more neutral impact on economic performance due to opposing influences.12 On the one hand, workers’ knowledge of their situation can make major contributions to improving efficiency, and workers committed to a union tend on average to be more committed to

the organisation. On the other hand, employees may resist management overtures, and worker control that cannot be negated by management can give them an effective tool for resistance and restricting output. The net effect appears to depend on circumstances. It is not designed to enhance organisational performance, but if employees want to use it in part for that purpose (which many rationally would—workers typically want to preserve their jobs and improve the prospects of their organisation) it will likely have the effect of improving organisational performance, as management is rarely the source of all wisdom.

Sometimes the benefits for performance arising from increased employee participation derive from the greater reliance on supervision by peers rather than supervision through a hierarchical chain of command. This sounds quite exciting for employees, but there is a different, grim angle on this coming from Barker’s study of a firm he called ‘ISE Electronics’. Here, there was a shift from hierarchical, bureaucratic control to self-managing teams. Barker noticed that employees felt more closely watched than when they were under bureaucratic control. He described ‘concertive control’ as something that grows out of a substantial consensus about values, high-level coordination, and a degree of self-management by members or workers in an organisation. Barker considered that:

contrary to the proponents of such systems, concertive control did not free workers from [Max] Weber’s iron cage of rational control. Instead, the concertive system, as it became manifest in this case, appeared to draw the iron cage tighter and to constrain the organisation’s members more powerfully.

---

13 As discussed in Chapter 5, this phenomenon is called ‘dual commitment’. See reference 80 in that chapter.
Still, not all systems of self-managing teams may have this effect: if culture is fragmented, pressure for concertive control will be weak. Even if it is intended to act in that way, as we saw in Chapters 3 and 5, no system of control is total.

While Barker’s was an American case study, there was also Australian survey evidence from the 1990s to support his interpretations. It suggested that not all changes at work were being ‘forced’ upon employees against their ‘will’. While many employees were being made to work harder as a consequence of the growing exercise of managerial prerogative, others were working harder in the context of what might appear to be greater employee control over their own working lives. Even changes that gave employees greater control over their working time appear to be associated with increased work intensity. Thus it may ironically reduce rather than enhance the autonomy of employees.18 Moves either to ‘high performance’ work systems or their opposite, Taylorism, were both associated with increased work intensity and stress—two paths to work intensification.19 Adverse effects such as this could limit the gains from participation. We can think of management seeking to loosen direct control of employee work methods and hours as a means of tightening control of employee outputs. There is some indication of increasing use by corporations of management-constrained participation mechanisms.20

So while workers typically want more say, they are not necessarily better off in all respects if this is designed to benefit management. Another, Danish study found that, while participation enhanced the quality of the working environment, increasing direct participation without increasing collective (indirect) participation could have a negative effect on employee psychological wellbeing ‘if participation is limited to operational issues pertaining to job performance, framed by a top-down involvement scheme and/or linked to productivity targets and performance control of employees’.21

19  Ibid.
In many firms, management will give employees enough autonomy, and the illusion of control, to improve productivity until the point when employees decide to challenge managerial authority or decisions in some way. Then it becomes very clear that employees have to submit to managerial directives in the absence of any countervailing employee power. In many ways, that is what we saw with ‘Servo’ and Starbucks in Chapter 5: ‘members’, ‘associates’ and ‘partners’ may have all felt they had their say, until they were performance-managed out of their job or made redundant. As the Danish researchers discovered, direct without representative participation—that is, without some form of independent voice—may be damaging, as ‘collective participation, found at the workplaces with a democratic governance system of management–employee relations, is very helpful in resisting or compensating for strenuous psychological demands’.  

So greater productivity, for the benefit of the organisation, is one rationale for employee participation. A second rationale is a social justice one—a rationale more commonly associated with left-leaning political parties. According to this view, voice is justified because it is a right of employees to be able to influence the decisions that affect their working lives. That is, if society is pluralist outside the workplace, why should it become dictatorial once you step inside the workplace? Industrial democracy, and even economic democracy, are seen as corollaries of political democracy.

Although this rationale is about people’s rights, it is bolstered by evidence showing that employee participation in decision-making is good for people who exercise it. For example, before you conclude from the earlier material that giving employees greater say doesn’t help them deal properly with the long-hours issue, consider this: one Australian employee study showed that, despite working harder, employees experiencing greater say—including on hours—showed other benefits in areas like job satisfaction, training opportunities, use of skills and receipt of a pay rise. In another study, of mine and energy workers, those who had no say over their hours and shifts reported more short-term illnesses. The use of sleeping tablets was higher among workers who had no say in their hours. Those who wished to reduce hours and had no say over their hours

---

22 Ibid.
were three-quarters more likely to use anti-depressants. So, greater say over hours was associated with better health outcomes, even in a long-hours industry. That study also showed that mining and energy workers who had no say over when they could take time off were considerably more likely to say that they were getting on worse with people at home: 11 per cent said that how well they ‘got on with people at home’ had gone down over the previous two years, versus 6.5 per cent for whom it had gone up. In a broader study, the mining industry was ranked the second worst on the index measuring the degree of interference between work and family life. One reason may be the divergence between hours preferred and hours worked.

The third rationale for employee participation relates exclusively to employee-controlled voice. Just as a corporation is a collective of capital (a collection of shareholders seeking to maximise their economic power by combining), so too a union is a collective of labour. Workers come together to form unions in order to increase their bargaining power. In the absence of this, most workers would have little or no bargaining power as individuals when negotiating with a corporation, a collective of capital, over employment. That is, as there are some issues on which the interests of workers and employers are in conflict, it is rational for employees to want to improve their bargaining power, and to do so in a way that is not controlled by management. Whether employers think that employee voice is a good idea is irrelevant to this rationale—though it also happens to be the case that many employers prefer dealing with unions as this reduces their transaction costs in employee relations (hence some employers have a ‘collectivist’ style, discussed in Chapter 5). Employee-controlled or independent voice is what the rest of this chapter concentrates upon, as it represents the main means by which employees can seek to alter the direction in which management wishes to take them.

24 David Peetz, Georgina Murray, and Olav Muurlink, Work and Hours Amongst Mining and Energy Workers (Brisbane: Centre for Work, Organisation and Wellbeing, Griffith University, 2012), 11–12.
25 Ibid.
Independent voice: Trade unionism

As mentioned, independent or employee-controlled voice—collective voice—mostly takes the form of trade unionism, at least in developed countries. Still, as former US Secretary of Labor Thomas Perez said recently:

There are many ways to give voice to workers. Unions are certainly one way. There are also a number of non-profits that are working with taxi cab drivers and home health workers and fast food workers, nonprofits that are very agile, and they’re really standing up for low-wage workers trying to give voice.27

These new institutions might include cooperatives, worker centres, ‘fast food strikes’ or even ‘Turkopticon’, which rates organisations soliciting workers through the gig platform Amazon Mechanical Turk.28 That said, I focus here on unions.

Some writers have distinguished between two forms of unionism, which broadly speaking can be described as unionism mostly outside the workplace (sometimes called ‘political unionism’, ‘arbitration unionism’, ‘labourism’, or, in a particular form, ‘service unionism’) and unionism mostly focused within the workplace (sometimes called ‘organising unionism’). The terms ‘organising’ and ‘service’ unionism emerged initially in the USA and spread to other Anglophone countries in the 1990s, having particular salience in Australia because the arbitration system, within which Australian unions developed, had discouraged the development of workplace unionism.29

Workplace unionism is very important for the sustainability of unionism. Although that statement may seem obvious, for long periods in the twentieth century activism at the workplace was not encouraged by unions, especially in some Anglophone countries, whether because of fear

of loss of central control or ‘wildcat’ strikes or, in the case of Australia and New Zealand, the logic of arbitration systems that privileged advocacy skills in front of tribunals ahead of organising skills.

From the 1990s, unionism was in decline in many countries, especially in Australia. Although some attributed this to the decline of manufacturing, ‘blue collar’ jobs or other industrial or occupational change, empirically this explanation does not hold up except for a relatively short period (mostly in the 1980s). For example, in Australia, manufacturing employment virtually halved, from around 14.5 per cent to 7.5 per cent, between 1990 and 2016. But union density in manufacturing was only 5 percentage points above the national average in 1990 anyway, so that change in its share of employment could only account for about a third of a percentage point of union decline, out of the 27 percentage point decline in union density over this period—union density across Australia fell from 41 per cent in 1990 to about 14 per cent in 2016. Indeed, union density within manufacturing fell from 46 per cent in 1990 to little over 12 per cent in 2016—greater than the decline across the nation, in fact. Density declined within all industries and occupations, and structural effects associated with industry of employment were small. The decline of public sector employment had a more noticeable effect, but still only accounted for a minor portion of union decline. In other countries, composition change among industries or occupations after 1990 does


little to explain declines in density.33 All of this is nothing new: that the fastest growing sectors of employment have been hardest to unionise is ‘a problem as old as the union movement’.34

Some workplaces that were previously unionised were deunionised. Union collapse at Australian workplaces in the 1990s occurred most commonly where unions had weak workplace organisation, where there was no delegate presence or where delegates were inactive or unions were not involved in workplace bargaining. Workplace delegates, therefore, played a vital role in preventing deunionisation. Workplaces with active unions were more likely to resist deunionisation.35

The response of unions in several (mostly Anglophone) countries to the crisis of the 1990s was to place increasing emphasis on the future of workplace unionism. This concept—or at least, ‘organising’—re-emerged in the USA and Canada,36 and led, in Australia, to the establishment of ‘Organising Works’, a centre (since renamed) run through the Australian Council of Trade Unions (ACTU) for training union activists. This became the model for the Organising Academy, established by the British Trades Union Congress. These agencies promoted the ‘organising model’ of unionism. At the core of this concept of ‘organising’ was the fermentation of workplace activism, through developing and providing support for workplace delegates. The idea was that members be empowered to solve problems themselves, as opposed to having paid union officials

35 Peetz, Unions in a Contrary World.
36 The word ‘re-emerged’ is used because many argue that this is how unionism originally formed and, in North America, the ‘organising’ approach owed much to the work of Saul Alinsky who, in the 1930s, led the organising of a depressed Chicago ‘slum’. Saul D. Alinsky, Reveille for Radicals (Chicago: University of Chicago Press, 1946); Saul D. Alinsky, Rules for Radicals (New York: Random House, 1971).
solve them on their behalf.\footnote{Examples of studies or publications that related to organising include: Bradon Ellem, ‘New Unionism in the Old Economy: Community and Collectivism in the Pilbara’s Mining Towns’. \textit{Journal of Industrial Relations} 45, no. 4 (2003): 423–41; Patricia Findlay and Alan McKinlay, ‘Union Organising in “Big Blue’s” Backyard’. \textit{Industrial Relations Journal} 34, no. 1 (2003): 52–66; Christopher L. Erickson et al., ‘Justice for Janitors in Los Angeles: Lessons from Three Rounds of Negotiations’. \textit{British Journal of Industrial Relations} 40, no. 3 (September 2002): 543–67; David Peetz, \textit{Brave New Workplace: How Individual Contracts Are Changing Our Jobs} (Sydney: Allen & Unwin, 2006), Chapter 7; Bob Carter and Rae Cooper, ‘The Organizing Model and the Management of Change: A Comparative Study of Unions in Australia and Britain’. \textit{Relations Industrielles} 57, no. 4 (Fall, 2002): 712–42; \textit{Unions@Work} (Melbourne: ACTU, 1998); Kate Bronfenbrenner, Sheldon Friedman, Richard W. Hurd, and Rudolph A. Oswald, eds, \textit{Organising to Win} (Ithaca NY: ILR Press, 1998).} In practice, organising unions engaged in both ‘organising’ and ‘servicing’ activities (acting as agents in response to member queries), but they may have had dedicated functions within the union to deal with servicing requests (‘member service centres’), leaving organisers to do organising work. A union approach that did not extend beyond the workplace would be crippled. The ability to refer beyond the workplace—and by reference to considerations beyond the workplace, to make demands upon management—is one of the characteristics distinguishing between management-constrained and employee-controlled forms of voice.

Recent patterns of union membership show interesting, in some cases seemingly contradictory, features. In most Anglophone countries, for example, employees have reported that they desired a cooperative relationship between the union and management at the workplace.\footnote{This is another example of dual commitment, mentioned in an earlier footnote. For data, see Freeman, Boxall, and Haynes, \textit{What Workers Say}. This includes the chapter David Peetz and Ann Frost, ‘Employee Voice in the Anglo-American World: What Does It Mean for Unions?’. In \textit{What Workers Say: Employee Voice in the Anglo-American World}, ed. Richard B. Freeman, Peter Boxall, and Peter Haynes (Ithaca NY: ILR Press, 2007).} Not only did they see that the union needed to behave cooperatively; they also expected management to reciprocate by cooperating with the union to solve workplace problems. Detailed questioning revealed that, to workers, cooperation meant management sharing power and authority with unions, not some sort of sham whereby management leads and the union cooperates by following. Union members were more vigorous in demanding that management cooperate more with unions than that unions cooperate more with management,\footnote{In Australia, the numbers for these two last estimates were 82 per cent and 66 per cent, respectively.} and almost unanimously wanted unions to continue to vigorously defend their interests. Thus the meaning of ‘cooperation’ was quite complex, and a long way from ‘acquiescence’. Union members were more likely to have taken part in industrial action where they saw unions as...
having tried to cooperate with management. It may seem paradoxical, but it meant members were more likely to get involved in union actions if they perceived the union as reflecting their own interests—as being ‘democratic’. We will come back to this.

Union density among young workers has been very low. Yet research finds that generally young people are not opposed outright to unionism—this is not surprising, given the evident responsiveness of young voters to left-wing causes in elections in the USA and UK. Young people tend, instead, to be simply unaware of what unionism is, partly because many of them do not have parents who are union members. So there is a generational aspect to union membership. Where they have an opinion (which is not so often), young employees are as likely to want to belong to a union as older employees, but much less likely to actually belong, perhaps because they have less opportunity to join, and have lower awareness of workplace issues. As the proportions of young workers who are socialised by unionised parents falls, however, ignorance of unions and workplace issues increases. Some unions use a range of strategies to allow young people to ‘sample’ unionism or ‘activist’ programs that target young members. Researchers urge unions to explain unions’ raison d’etre and their internal processes to young workers but also to ‘allow young members to contribute to bringing about the kinds of changes they are calling for’.

42 Freeman, Boxall, and Haynes, What Workers Say.
Union members tend to report high levels of satisfaction with their union. Many nonmembers would be willing to join a union, given the opportunity, including approximately a third of all workers in nonunionised workplaces in several countries in one 2000s study, probably rising to nearly half of US nonmembers by 2017. These ‘frustrated nonmembers’ are typically on low incomes (often in the secondary labour market), in small workplaces or enterprises, or young. Those with more unmet workplace ‘needs’ are more likely to want unionism.

Are unions doomed by the shift to individualism?

Some of the above considerations, such as the high satisfaction with unions among members, and stresses on wages and working conditions in recent years, might suggest there would be reasons why unions could grow. Yet the idea is often dismissed because of modern attitudes. One of the common suggestions made in talking about the future of work is that there will be no more unions because we will be working as freelancers and nobody will want unions any more as we will all want to be—and all will be—treated like individuals, with individualistic values and philosophies. As seen in earlier chapters, we will not all be working as freelancers and will not all be treated like individuals at work. But what about our values? People have been saying for 30 years or more that we are becoming individualistic in our philosophies and that this will preclude collective behaviour in the future. Class is said to be losing its significance and individuals embedded in market relations, making their own choices, undergoing ‘individuation’, fashioning their own identities, isolated and egocentric.
The numbers show otherwise. It is true that respondents can interpret survey questions in different ways in different geographic contexts, so standardised questions are not all that useful for telling you whether, say, Norway is less individualistic than the USA. But standardised questions asked in the same place at different times can give you a pretty good idea as to whether, and in which direction, beliefs in that place have changed. And generally speaking they show no net general drift towards individualism. If anything, the opposite is the case. For example, a question asking respondents, across up to two dozen countries, to choose between ‘freedom’ and ‘equality’ shows on average a leftward drift in more countries than not, over a series of periods from 1981–83 to 2008. Several international studies have found majority support for government action to reduce inequality or for reducing the gap between the pay of chief executive officers and ordinary wages. American public attitudes against wide differentials between the highest income earners and the rest appeared to harden from 1987 to 1999. Despite massive changes in the occupational structure, patterns of class identification are very similar in the twenty-first century to what they were two to four decades earlier in Britain, Australia, the USA or Canada. Consistently, opinion polls had shown around half the US workforce had identified as working or lower class from at least the early 1970s onwards. Yet this was largely considered irrelevant by media commentators and politicians. Almost none used the term ‘working class’ in public discourse for years (preferring, if anything, ‘middle class’) until Donald Trump colonised the term in 2016.

52 A ‘leftward drift’ here refers to moves towards attitudes supportive of collective or redistributive action by labour or the state. IFO Institute for Economic Research, ‘Database for Institutional Comparisons in Europe’ (University of Munich, 2008).
Changes in attitudes do not explain the decline in union density in Australia or elsewhere among advanced industrialised nations. Rather, the reasons are principally institutional. Chief among them have been employer strategies that increasingly focus on achieving nonunion status, ‘distancing’ and cost minimisation. These have been assisted by government strategies, particularly in Anglophone countries, that have marginalised unions through legislation, privatisation and administrative action. The greater use of ‘not there’ employment has made it harder for unions to organise, by fragmenting bargaining and placing workers into jobs where price competition makes wage claims difficult. Weak unionism and weak regulation in turn encourage ‘not there’ employment, because the cost gains are higher and the potential for underpayment greater where workers are relocated to an entity where they are unable to organise resistance. At the heart of these strategies by both employers and governments is the rise of market liberalism or ‘neo-liberalism’. To varying degrees (particularly in Australia, where the legacy of the award system’s effects on unions was pervasive) unions exacerbated this by having difficulty in adapting to these changing circumstances—what Pocock called ‘institutional sclerosis’—in the face of neo-liberalism. Unions found it hard to redirect resources internally, to enable them to demonstrate power in ways that ensured retention of members.

Unionism is what economists call an ‘experience good’, so for current or recent union members the public image of unions matters little in determining workers’ decision to stay, compared to their own experiences. However, unions’ public image is important in shaping the behaviour of people who have never belonged to one, and recruitment may become more difficult in the future, as fewer people have experience of unions that influences their decision to join and fewer people have union parents. There is already evidence that ‘never joining’ has increased; so unions’ public image, including that developed by the firms for which people work, becomes more influential in choices about union membership.

57 Peetz, Unions in a Contrary World.
59 Peetz, Unions in a Contrary World.
Collective behaviour is unlikely to go away, even if people are unwilling or unable to join unions. Collective behaviour arises where a number of conditions are met. The first is that others also share needs or grievances felt by individuals—that is, grievances are collective. The objective circumstances promoting collectivism—the existence of exploitation creating grievances—are set to continue. Nor is there any sign that the values enabling collectivism are in decline. Where people possess values that promote altruistic or mutually supportive behaviour, that reinforce trust among members of the group, or that emphasise the welfare of a group as a whole as opposed to that of successful individuals, then collective attitudes and the scope for collective behaviour will be strengthened. Where people share common social identities, they are likely to act together, but where they lack a sense of common identity or are divided they are unlikely to act together. Where people possess beliefs of collective efficacy, that is, they sense agency and believe they have the power to achieve their goals through collective behaviour, they will be more likely to behave collectively, as ‘a collective of self-doubters is not easily forged into a collectively efficacious force’.

Collective action also depends on potential participants having collective values—such as concern about inequality, solidarity or the belief that acting together is a ‘good thing’. It also requires coordination, through connections or networks between members of the group; the existence of collective mobilisers (e.g. union delegates or leaders) who can mobilise collective cooperation; and democratic (collective) coordination (as opposed to autocratic or individual coordination) within the collective. How much all this translates to the exercise of collective power will also depend on the institutional and environmental responses to collective action (including the actions of the state, the behaviours of corporations and employers, and the condition of the labour market). There has been a major decline in collective labour institutions (trade unions) and in collective industrial conflict (measured by numbers of strikes or working days lost) over the past

61 Peetz, Brave New Workplace.
64 Bandura, Self-Efficacy, 480.
three decades. There is little evidence, however, that this is due to a decline in collective values, as these have changed little.\(^65\) Rather, changes in the institutional framework, in particular the policies and actions of the state and employers, offer more persuasive explanations.

If people are prevented from acting collectively through unions, they will look for other means of doing so. Even if unions can no longer play the role of mobilisers, there is no reason to think that collective grievances will go away, or that common work identities will disappear.\(^66\) Actions may be more disorganised, individualistic, self-destructive, even violent, but dissatisfaction and resistance are unlikely to go away.

### Power and activism

Unions aim to achieve gains for their members by obtaining and exercising power in the workplace and elsewhere. Richard Hyman made one of the classical observations on union power.\(^67\) He noted the significance for a union of the *power of* its members, its ability to advance their interests. But he also identified the importance of a union’s *power over* its members, without which it would not have *power for* its members. In other words, a union can only exercise collective power on behalf of its members ‘if, and to the extent that, it can mobilise disciplined collective action on the part of its members’.\(^68\) It needs to be able to promote solidarity among and enforce discipline within its membership.

This also relates back to one of the oldest issues that have faced collectives of any type, since people came together to form villages and societies, tradesmen came together to form guilds and workers came together to form trade unions: the problem of the ‘free rider’. In biology and economics this is termed the problem of the ‘cheat’—someone who obtains the benefits of membership of a group without contributing towards the...
costs. For trade unions, free riders dilute the bargaining strength of the group, reducing the impact of any collective action on an employer and the power resources available to union members. Free riding appears to have recently increased in Australia and some other countries, due not to changing values but to institutional developments.

Some of the major research on union renewal has been among Canadian academics. From there, Lévesque and Murray point out, the ‘key factors currently challenging union power clearly cut across the different national institutional arrangements in which unions are embedded’. Levesque and Murray identified four key ‘power resources’ for unions:

1. internal solidarity (sufficiently cohesive identities to pursue their goals; and ‘deliberative vitality’—the participation of members in the life of their union);
2. network embeddedness (the degree to which unions are linked to their own and other union organisations, community groups, social movements or other types of actors);
3. narrative resources (the range of values, shared understandings, stories and ideologies that aggregate identities and interests, translate and inform motives and create a sense of efficacy) that frame understandings and union actions;
4. infrastructural resources (material, human, processes, policies and programs).

---

69 The issue of free riding, in nature, ancient societies and modern collectives, is discussed in Chapter 2 of Peetz, Brave New Workplace, and more extensively by other authors; for example, John Stewart, Evolution’s Arrow: The Direction of Evolution and the Future of Humanity (Canberra: Chapman Press, 2000).

70 For instance, union density has, in Australia, declined by more than collective bargaining coverage, as it is convenient for many employers to continue to negotiate with a union than go through the upheaval from shifting to non-union negotiation. David Peetz and Serena Yu, Explaining Recent Trends in Collective Bargaining, Research Report 4/2017 (Melbourne: Fair Work Commission, February 2017). Changes in union density also appear greater than changes in union density in Sweden, Slovenia and Switzerland, but the trends appear in the other direction in the UK, USA and Germany.


However, as Levesque and Murray point out, resources alone are not enough—unions must be capable of using them as the context changes. For example, intensified competition and globalisation have weakened pattern bargaining (lodging of similar claims with the other side across a number of bargaining sites). They have also weakened union links to political processes so that ‘external solidarity resources derived from previous patterns of network embeddedness are not providing the leverage on which past patterns of union action relied’.73 ‘This increases the importance of the workplace, while highlighting unions’ need to develop new ways of organising beyond the workplace and articulating back to it including through developing new forms of networks. One illustration is the increasing (though still limited) use by unions of social media74 and online actions.75 As ‘understanding … union resources and capabilities is critical to an understanding of efforts to enhance union power’, Lévesque and Murray identified four key strategic capabilities required for union power. These were unions’ abilities to put forward an agenda (‘framing’); intermediate between contending interests to foster collaborative action and activate networks; reflect on, build, anticipate and act upon change, and spread these lessons throughout the organisation (‘learning’); and articulate actions over time (short term versus long term) and space (including the multiple levels at which unions act).

How does the future of unions look in relation to these issues? One of the major weaknesses of progressive groups has been their inadequate framing of political debate and union rhetoric about inequality.76 Framing is a major challenge when the media are replete with stories—some beat-ups, some fictional and some based on grim facts—about poor union governance, misbehaviour or corruption. Years of observing unions suggest to me that, while many individuals are great learners, the organisations themselves often are not, despite many years passing since Pocock had remarked on this problem not long after the start of unions’

73  Ibid., 345.
74  Alex White, Social Media for Unions (Melbourne: Aleithia Media and Communications, 2010), alexwhite.org/2010/12/social-media-for-unions/.
76  Anat Shenker-Osorio, Don’t Buy It: The Trouble with Talking Nonsense about the Economy (New York: Public Affairs, 2012). In Australia, this is despite the successful ‘Your Rights at Work’ campaign that led to the defeat of the Howard government—a campaign framed in terms of ‘rights’. Kathie Muir, Worth Fighting For: Inside the Your Rights at Work Campaign (Sydney: UNSW Press, 2008). The Your Rights at Work campaign also failed, despite lofty ideals, to deeply engage community groups and build strong linkages with them. Peetz and Bailey, ‘Dancing Alone’.
reform process. On articulation, a critical link is that between the paid and unpaid levels of the union—between the office and the workplace. Effective union mobilisation requires power and capabilities on many levels. But perhaps the first of these, the foundation, is the workplace, and that is worth some special focus here.

Building workplace organisation and democratisation

Workplace power for unions requires workplace activism. Workplace activism requires effective delegates, as the collapse of Australian unionism in the 1990s showed. Activism also requires delegates with a sense of efficacy, as confidence and self-belief are a strong predictor of activism, even stronger than self-assessed skill levels. Workplace power requires support by the union office, particularly organisers, for workplace delegates. While unions are more than just a form of workplace social capital, workplace power requires delegates have access to networks, internal and external to the workplace, formalised or informal, that provide support, information and ideas. And it requires that delegates, and members, have a sense that they can and do influence what the union itself does. Democracy within unions is a precondition for success. It is not just a question of a union’s power for its members depending in part on power over its members: in a world without wage arbitration, workers cannot have power in the workplace if they do not have power in the union.

Some of the implications, of what unions need to do to value and empower delegates, are obvious but not always easy. The research shows that activism is severely hampered unless workplace delegates are trained. Setting aside resources for education promotes learning within and by organisations. Training enhances not only the skills but also the confidence of delegates for engaging in activism, and for spreading the load to others with different
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77 Pocock, ‘Institutional Sclerosis’.
78 Peetz, Unions in a Contrary World.
83 Peetz and Pocock, ‘Workplace Representatives’.
but complementary capabilities or interests. The research also shows that formal training of delegates is almost wasted if resources are not also put into the follow-up of training, to imprint the lessons. The formal and the informal are two very important sides of the training coin. Devoting resources to training is expensive but not necessarily controversial; the structural changes needed to ensure it is followed up and complemented can be both. The provision and facilitation of opportunities for networking is as important for developing supportive networks for delegate networks as is the provision of training itself.

To be capable and motivated, delegates require both training and meaning from the union. By ‘meaning’ I refer to a sense of what the union stands for, through an articulation of union values through the union organisation. It also is about a sense of real say in the decisions that affect delegates and members, both direct participation in decision-making (influencing the day-to-day decisions about work as a member and delegate) and indirect participation (influencing the decisions of the union itself).

Democratisation, in this context, is not just about having elected structures. Generally and on average, elected structures are good. However they do not have much impact if people are elected to positions unopposed, along factional lines. At times, certain forms of elected positions (such as elected organisers in some unions) can retard reform processes within unions and maintain the status quo. Union democracy is a contested and paradoxical concept. Democratisation is more about how much ability members and delegates have, to shape what the union does. It is about how a union functions, and how open it is to members’ preferences and their diversity. The correlates of perceived democracy within unions suggest it is closely related to a willingness of the union to embrace and respond to broad constituencies, both inside and outside, such as those representing women’s interests.

---

So, are unions becoming more workplace-focused? The evidence of the past two decades suggests that in several countries the answer is ‘yes’. Are they becoming more democratic? That is much harder to assess. Their formal structures appear to be changing to make it harder for individuals to unilaterally control or ‘run off with’ resources, but ‘professionalisation’ may also reduce directly elected positions. One-off surveys in Australia have tended to suggest that members and organisers felt that, at the time of the survey, their ‘say’ in decision-making was increasing, but there are not enough of these to demonstrate a trend. One could tentatively answer with ‘probably’ but ‘not quickly enough’.

Unionism in the platform economy

The changing nature of work is often seen as creating major difficulties for unions. There is no doubt that casualisation and the shift from the public to the private sector damages unions, because union density is lower among casual and temporary workers and, compared to the public sector, among private sector workers. That said, empirically, these structural changes account for only a minority of the decline in union density in countries like Australia, and most of that happened in the 1980s. The issue is not so much a change in the composition of the workforce but a change in management (and government) strategies, involving more aggressive approaches towards trade unions and worker organisation as a means of minimising costs, transferring risk and regaining control, including through restructuring of capital, fragmentation through use of contractors, outsourcing, franchises, labour hire and spinoffs. These all create problems for union organisation: a union that undertakes industrial action in a contractor firm and interrupts supply, or that succeeds in obtaining higher wages for its members in that contractor firm, may find the employer of its members cut off from work and its members out of a job, regardless of whether they have ‘permanent’ or ‘temporary’ employment contracts. Others might decide not to risk it.

---


That said, these new forms of capitalist organisation are not invulnerable. Kim Moody refers to the ‘new terrain of class conflict’ that arises from tightly integrated production and logistics systems, with companies that are ‘bigger, more capital-intensive, and more economically rational’. It provides, he says, opportunities for unions to ‘take advantage of the vulnerable points in just-in-time logistics and production to bring some of these new giants to heel’. 91 This harks back to an idea that has been around for a long time: workers have more power when they are strategically located, meaning they are located at points in the production process that are vulnerable to disruption. The JIT system increases the number of vulnerable points in the production process.

One of the biggest challenges facing unions in the future is the development of the ‘platform economy’, discussed in Chapter 6. People doing such work have the classic characteristics of casual employees—fragmented, lacking commitment to the organisation and hence to any union, often not highly engaged with their work—or more commonly contractors, who do not even have an ‘employer’ and so lack the protections, such as they exist, of employment law (though this depends on the specific legal context). In addition, those working for one firm may still be geographically separated from each other, perhaps by thousands of kilometres, perhaps in different time zones, and having no face-to-face contact with their fellow workers. So they may be classed as ‘self-employed’. In Australia, the likelihood of union membership among ‘casual’ employees is just a quarter of what it is among ‘permanent’ employees, and among the self-employed (owner-managers of enterprises without employees) it is just one-eleventh. 92 So ‘platform economy’ or ‘gig’ workers appear very difficult for unions to organise. Yet, as we saw in Chapter 6, they are also highly susceptible to exploitation, with many (but not all) being paid below the equivalent of relevant minimum wage rates.

The result has been some seemingly spontaneous resistance by gig workers to their situation, alongside some rather innovative efforts by unions to engage with them. Among the efforts by unions to engage, the Austrian union vida set up a works council for food delivery cyclists working for Foodora (predominantly in Vienna), with the ultimate aim of establishing

a collective agreement for all bicycle delivery services.\textsuperscript{93} Unions New South Wales (a peak union body in an Australian state) in 2017 negotiated ‘agreed minimum standards’ for engagements negotiated through Airtasker in that state.\textsuperscript{94} A Swedish union negotiated an industry-wide collective agreement that covers workers in Bzzt, an Uber-style organisation using electric taxis.\textsuperscript{95} In the USA, the Service Employees Industrial Union had largely negotiated an agreement with Airbnb about unionisation of and pay rates for housekeepers, until it withdrew in the face of severe criticism from members and other unions.\textsuperscript{96} A newly established union of Uber drivers in France organised a strike and road blockades, leading to the intervention of the state and negotiations over a minimum wage for Uber drivers.\textsuperscript{97} Germany’s IG Metall established the ‘FairCrowdWork’ platform, enabled self-employed crowdworkers to join the union, negotiated agreements with eight platforms to respect the minimum wage, and promoted the ‘Frankfurt Declaration on Platform-Based Work’ that also involved large unions from Austria, Denmark, Sweden and the USA.\textsuperscript{98} Britain’s GMB union backed cases run by drivers or riders against several gig firms, arguing (successfully) that they had been misclassified as self-employed rather than employees.\textsuperscript{99} It also negotiated an agreement with Hermès providing couriers the option of ‘self-employed plus’ status, which included union representation, minimum wage guarantees and paid recreation leave.\textsuperscript{100}


\textsuperscript{98} Ibid.


Indeed, in a number of jurisdictions, attempts by platform companies to define workers as self-employed have been challenged in courts and at times overturned, with tribunals or courts in parts of the USA, UK and Brazil ruling that various groups of platform workers are employees, not self-employed. Foodora went into administration (a weak form of bankruptcy) in Australia after a regulator argued to a tribunal that its workers were underpaid by being classified as contractors.  

And then there have been the spontaneous efforts of seemingly unorganised gig workers to organise ‘strikes’ or other forms of what would normally be seen as industrial action, including Deliveroo workers in France, Uber drivers in California and New York, and Uber Eats workers in Britain. Some workers do these things without any structure. Sometimes they set up their own forms of worker collective, be they to organise production through cooperatives or power through association. In a book of essays about platform worker cooperatives, the editors point to the imbalance of power between any cooperative and the huge private firms in the markets: the latter ‘aren’t coming to dominate just because of a good idea and a charismatic founder; they grow out of supportive ecosystems, including investors, lawyers, sympathetic governments and tech schools’. Despite some lower overheads (no extracted surplus), cooperatives struggle against the ability of large capitalist entities to consume competition.

---


104 Many of the alternatives are discussed in Johnston and Land-Kazlauskas, Organizing on-Demand.

The most effective form of collective response appears to be when platform workers work with, form, or become part of, a union, and work with others with experience in building collective power.

For many unions, this is new territory that they are venturing into; but for some, it has been the nature of the work that they have always been organising. Unions representing workers in the film, video and theatrical industries have been organising gig workers—that is, those engaged in single musical performances or shows—for decades. In Hollywood, for example, unions representing independent contractors have long negotiated with the centres of capital—movie producers and firms—to guarantee minimum pay and benefits, and those unions reinforce the values, sense of efficacy and collective identity of those workers.106

In Canada, entertainment unions have made use of cultural policy to promote adequate labour standards and employment rights.107

Technological changes that make it easier for employers to disorganise workers into fragmented units can also be used by unions. For example, Facebook technology has been used by some unions, such as United Voice in Australia, not only to organise their own members (indeed, many unions have a social media presence) but also to mobilise nonmembers around particular issues or interest groups, such as underpayment of workers in the hospitality industry. That said, few union delegates across Australian unions in the mid-2010s made substantial use of Facebook or Twitter for union matters.108

In the USA, Walmart has been one of the most determined and successful employers at keeping unions out, even closing stores after they unionised,109 so a new organisation, ‘OUR Walmart’ (‘Organisation United for Respect at Walmart’), was established by the United Food
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108 Peetz et al., ‘The Meaning and Making of Union Delegate Networks’.

and Commercial Workers Union to support and, at times, mobilise workers, first through Facebook and then through a customised app (‘WorkIt’) that Walmart warned its employees (‘associates’) not to download. The campaigning by OUR Walmart, through organising in workplaces from outside workplaces, led to public demonstrations and to Walmart raising wages to over $10 per hour and some victories for pregnant workers, though OUR Walmart continued to campaign for much more. By mid-2017, the app had seen cumulative totals of over 150,000 Walmart employees from 3,100 stores engaged in discussions, with 50,000 per week seeing messages from OUR Walmart and 40,000 in private groups linked to the organisation. When Walmart employees use the app to ask questions, they may be answered by an AI bot (if the question is simple), by fellow members of online communities, or by volunteers or union employees if very complicated. Membership costs $5 per month. Although Walmart infiltrates and monitors the WorkIt community, and pressures employees not to participate, the structure appears to have been resilient. The WorkIt approach has been spreading to other countries, including Australia.

These new forms of union responses to new work organisation or technology often involve quite different repertoires of action to traditional unionism: perhaps less reliance on militancy and industrial action, more reliance on new methods of communication and campaigning. They may also sometimes use less hierarchical organisational structures, with OUR Walmart, for example, having more of a network form than a traditional union structure. Rather than seeing these techniques as taking the place of conventional union methods, it is more appropriate to interpret them as supplementing these methods—as ways of developing collective (rather than individual) grievances, building collective values and identities,

112 Discussion with and talk by Dan Schlademan, Co-Director of Organisation United for Respect, Sydney, 26 June 2017.
113 David Marin-Guzman, ‘How “Young Tech Dudes” Are Decentralising Unions with Blockchain, AI’. Australian Financial Review, 28 December 2017. Ignore the blockchain in this article, focus on the AI.
and perhaps critically developing a sense of collective efficacy. Building networks that facilitate collective action are also essential purposes of such techniques, while the unions themselves become collective mobilisers and, through flatter structures, promote democratic coordination.

As this book shows, though, the platform economy and new technologies at the workplace are not really the main game in the future of work. The main game is more about who has power. After all, Walmart is not a tech firm, the platform economy is still quite small, but there have been huge changes in union density, public policy and financialisation over recent decades. American activists Sarita Gupta, Stephen Lerner and Joseph McCartin dismiss concerns about technology and instead urge unions to find ‘new ways of organizing and bargaining’ in a world characterised by ‘fissuring’, financialisation, austerity, concentrated power, widening inequality and unwillingness by the state to act for workers.114 They suggest ‘bargaining for the common good’, in which unionised (or even nonunion) workers take action that ‘advance[s] the shared goals of workers and their allies’—that is, other community groups. They suggest organising against large, core companies to challenge not just their treatment of workers but also monopolisation. And they suggest targeting banks and private equity, in part to attempt to ‘regulate from below’ and to engage with external groups affected by finance capital. The emphasis is on extending unions’ focus outside the employment relationship to broader social and economic issues, working with the rest of civil society.115 This is perhaps the most promising but probably the most difficult thing for unions to do. Working with community groups was an unfulfilled aim of Australian unions’ otherwise successful 2007 ‘Your Rights @ Work’ campaign.116 It is slow: unions often have a tactical rather than strategic focus and want to play a dominant role in an alliance, disengaging other groups.117 It faces legal barriers that other forms of union cooperation do not: competition law in many countries, constraining or prohibiting collective action

115 Ibid.
outside of labour law, is not just a challenge to organising workers classed as ‘self-employed’ or ‘contractors’, it is a challenge to all ‘bargaining for the common good’.  

In the end, it is the taking of collective action that damages the profitability of capital and forces capital to concede workers’ demands. It can also force the state to concede. Sometimes this is achieved through causing reputational harm to corporations or the state—examples include some international campaigns around multinational codes of conduct (discussed in Chapter 9) as well as, in Australia, the ‘Destroy the Joint’ campaign, and union campaigns against attempts by some firms to substantially reduce wages through the use of contractors (Carlton United Breweries) or terminating agreements (Streets). More often, damage is achieved through the withdrawal of labour. The failure of previous attempts to organise Walmart workers in the face of strong and sophisticated employer opposition suggested that the old methods were not working there. The methods of leverage used by OUR Walmart—damaging the reputation of the firm through street demonstrations and other public actions—point to how threatening profits will always be the ultimate means by which workers achieve gains relative to capital, no matter what the mode of production is.

In extending from tackling the corporations that hire workers to ‘bargaining for the common good’, unions may also find the state actively mobilises against labour in ways that it does not always do when labour just takes on those corporations. The state, though, responds to very different incentives to corporations. Maximising votes and legitimacy are not the same as maximising profits, and the political strategy for achieving concessions from the state need not be the same as that for achieving concessions from capital.

118 Johnston and Land-Kazlauskas, Organizing on-Demand.
Conclusion

While some corporations may encourage their workers to conditionally exercise ‘voice’, and may increasingly do this in future to facilitate productivity or even disguise other, pervasive methods of control, it is only through independent voice mechanisms—mostly trade unions—that workers can guarantee they have some control at work. These employee-controlled mechanisms have been in decline for several decades, not because of changing attitudes by employees, but because of the institutional changes that neo-liberalism has encouraged.

There is no single solution that applies universally, but common to success is a focus on the workplace, albeit with strong articulation outside the workplace, and an emphasis on democracy. Some unions are successfully adapting to the fragmentation created by modern management strategies by adopting new techniques that promote collective recognition of grievances, efficacy, identity, values and networks. Strength in these will be key to the success of collective mobilisation in future.

If the voice of workers—that is, the collective power of labour—does not increase, in the face of the growth of other centres of power in society, it is unlikely that the outcomes for workers from developments in the future of work will be good. This is a critical aspect of the ‘sliding doors’ situation that society faces. We saw in Chapter 1 how significant unions are for reducing inequality in incomes, wealth and power in society. So the choices that unions make will have a crucial impact on workers and on society, as will the choices made by policy-makers that affect the ability of unions, and other collective forms of labour, to organise.
Women and segmentation

In 1888, a group of women, mostly teenagers, were working in London factories, making matchsticks. The pay was low and employment conditions were poor. The work was dangerous, exposure to phosphorous often leading to disfigurement and an early, painful death. Workers’ pay was docked for seemingly arbitrary reasons. One day, after yet another worker was visibly victimised, the women had had enough. The women went on strike, refusing to return to work until things changed. They won, and the impact on labour relations across society was profound. Others followed suit in striking, from coal miners to female garment workers, even in the US. Conditions improved. British union membership trebled over the next 30 years.¹

A century plus later, much has changed, but some things remain the same. Working conditions, particularly regarding occupation health and safety, have improved. Women remain militant. Gender-based pay discrimination has persisted through most societies; in some (like Australia) it was institutionalised through legally binding decisions or enactments until explicit discrimination was technically abandoned in the

The gap between men’s and women’s pay—the ‘gender pay gap’—has reduced but it endures in most countries. The term ‘gender gap’ may also refer to situations in which women receive poorer working conditions than men or may have inferior experiences such as being harassed more commonly at work than men. Thus the ‘gender gap’ is an indicator of disadvantage experienced by women at work.

In this chapter we focus on the issues of gender and related segmentation at work. It starts with a discussion of the broad institutional factors shaping how gender and work interact: the domestic sphere, its link to social values and norms, regulation through the state and unions and the role of organisational policies and practices. The situations of and problems faced by women are quite different in female-dominated and male-dominated work, so the largest part of this chapter gives attention to the specific circumstances of women in female-dominated and male-dominated work. In doing that, we also look to the future: are female-dominated jobs under threat, or is the greater threat from what is happening to women in male-dominated jobs? The chapter includes brief discussion of some of the other issues facing women no matter whether they are in a ‘men’s job’ or a ‘women’s job’.

With the title ‘Women and segmentation’, the focus is very much on gender as a source of disadvantage, rather than on other factors that may create disadvantage in the labour market, such as age (being young, or old), disability, race or ethnicity. Some factors involved in labour market disadvantage (such as labour market segmentation and regulation distance) have general application across many forms of disadvantage. Others (such as the role of the domestic sphere) are specific to understanding disadvantage associated with gender. Importantly, no matter whether a female worker is in a ‘men’s job’ or a ‘women’s job’, her situation is also made more difficult if she also possesses one of these other sources of disadvantage. Researching...
this is what is referred to as studying ‘intersectionality’.\(^5\) One of those forms of intersectionality, and the one that is discussed in the latter part of this chapter, is the intersection of gender and migrant status. It could be persuasively argued there are other, more important ones, such as the intersection of gender and ‘race’.\(^6\) In the USA, for example, ‘race’ is the principal cleavage in the labour market, and the factor most closely linked to class and disadvantage. Its role is explicitly tied to the history of slavery.\(^7\) In Europe, however, ‘race’ is almost a taboo term in many circles, and in several countries the collection of racial statistics is illegal,\(^8\) probably a tie to the history of war. More research and academic discourse there focuses on the related themes of ethnicity, migrants and migration. There is not sufficient space here to do justice to either issue, but the issues discussed later in this chapter are more akin to those relevant in Europe (and among the Hispanic population of North America).

Institutions and gender at work

How gender interacts with work is influenced by a number of institutions. These include domestic labour; social values and norms; and the state—including the regulatory and legal framework and the behaviour of the state as employer and provider of social infrastructure and services such as childcare.

Domestic labour and the workplace

The domestic sphere is a central factor in gender segmentation of the labour force—perhaps, ultimately, the driving force for the durability of gender inequality. Men were traditionally available for working long hours,


\(^{6}\) ‘Race’ is in quotation marks because of strong genetic evidence there is no biological concept of race, it is entirely a social construct. See *Race: The Power of an Illusion* (California Newsreel in association with the Independent Television Service, 2003), summarized at www.youtube.com/watch?v=Y8MS6zubtAQ or read the transcript at newsreel.org/transcripts/race.htm. See also Audrey Smedley, ‘The History of the Idea of Race … And Why It Matters’. Paper presented at Race, Human Variation and Disease: Consensus and Frontiers conference, Warrenton, VA, 14–17 March 2007.


only because someone was at home doing all the things that needed to be done to get men to work and to produce the next generation of workers. It is a variant on this model that is depicted in Atwood’s *The Handmaid’s Tale*. This traditional ‘breadwinner’ model of domestic organisation has declined as more women enter the labour force and participate in paid labour, a phenomenon that has been gathering pace since the 1960s.

The tasks allocated within the domestic sphere are largely replicated in the market sphere. For example, as women have entered the workforce, and activities that were previously undertaken within the household now have to be organised through the market, those paid occupations previously done in the household tend to be undertaken in the market by women. Tasks that are done seemingly for free in the home are generally perceived to be of low value in the formal economy and, as we see later, receive low pay and status.9

Social values and norms

The role of women in domestic labour shapes and is in turn shaped by social values and norms that prioritised roles of women as homemakers. Attitudes towards working women vary considerably between societies. Depending on the strength and scope of ‘conservative’ views about women’s roles, in some societies women may, as a result of such values, be barred from particular occupations or industries, prevented from working at all if they are married, or paid substantially less than men who are doing exactly the same work. In fact, *all* of those things happened in several countries until at least the 1960s or 1970s, and in some countries they still do—not just in Atwood’s Gilead.10

Social values and norms are not created from thin air, of course. They reflect the reinforcement of ideas (to serve the interests of powerful groups) through socialisation and the contestation of ideas. Socialisation may occur within the home; within the primary and secondary education systems; through the mass media; through religious institutions; and within the workplace. The contestation of ideas may occur as objective circumstances raise doubt about the validity of dominant values (e.g. the idea never really
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10  To see a realistic cinematic depiction of those things in a contemporary society outside the industrialised world, see the 2012 Saudi movie *Wadjda*.
seemed fair to most single women that they should be paid less than single men); as social movements (such as the feminist movement) challenge the interests of powerful groups; through alternative institutions and media; and even in tertiary education (e.g. racism is negatively correlated with education levels).

As we saw in previous chapters, dominant groups may seek to maintain and exercise their power by attempting to shape the values and preferences of those in the dominated group, sometimes using members of the dominated group (as in *The Handmaid’s Tale’s* Aunts). Yet, as we also saw, the control so exercised is almost always only partial, and sometimes eventually collapses. Values such as fairness (or even self-preservation) can directly confront existing cultural practices and eventually overturn them. The women in *The Handmaid’s Tale* attempted (often successfully) to flee Gilead for Canada, and eventually (though we are not told precisely how) Gilead collapsed.

There is another aspect of norms and behaviour we must consider. A fundamental difference between men and women is their experience of violence, best summarised by Margaret Atwood’s observation, long after writing *The Handmaid’s Tale*, that men are ‘afraid women will laugh at them’ while women are ‘afraid of being killed’. The implicit threat of violence, even if never actualised, can help suppress the wage demands of any group, including women. Violence does not only occur in the domestic setting, of course. It is also potentially relevant at work. One important aspect of many women’s experience at work is harassment, which might be sexual or simply sex-based (i.e. arising from the fact that the offender’s coworker is a woman). Gender-based harassment is one way in which the threat or actuality of violence is manifested at work, and so prohibitions on sexual harassment, as implemented through judge-based law in the USA, have been shown to increase female labour
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11 Margaret Atwood, *Curious Pursuits* (London: Hachette Digital, Little Brown Book Group, 2009). This line was also uttered by one of the characters in the second TV series of *The Handmaid’s Tale*.


force participation and relative female incomes.\textsuperscript{14} The less strict are prohibitions on any form of violence, including harassment, the more likely that harassment of women will be higher and their relative incomes will be lower.

Some organisations have ‘employee action plans’ that provide counselling or assistance to employees who have experienced domestic violence, and a growing number of collective agreements in Australia contain domestic violence clauses, enabling people to access leave in such situations. It is only used by a small proportion of workers but, for those who do, it is extremely important.\textsuperscript{15}

\section*{Regulation}

A key factor influencing the situation of women at work is the roles played by regulation and by the state. There are three aspects of what the state does that have a critical impact on women’s situation.

\subsection*{The law and regulatory framework}

Just as attitudes vary hugely between societies, so too does the legal framework: from Scandinavia (where parental leave available on birth of a child can only be fully used if it is shared between fathers and mothers) to Pakistan (in parts of which girls are unable to even attend school, let alone gain skilled employment). Within a country, legislation on such matters as sex discrimination and equal employment opportunity, the rules of industrial tribunals\textsuperscript{16} and decisions of courts\textsuperscript{17} can have major impacts on what happens in the workplace.


\textsuperscript{16} Such as those shaping the restructuring of Australian awards in the 1980s.

\textsuperscript{17} For example, a 1980s judicial finding that BHP had discriminated against women in its ‘last-on-first-off’ firing practices.
The state as employer

Legislation is not the only way by which the state affects the workplace. The state is itself a large employer, and its practices can be models for private sector employers, particularly large ones. For example, equal opportunity requirements on Australian public service employers have been more detailed and demanding than those affecting private sector employers. Entitlements (such as annual leave or maternity leave) may be put in place first in public sector organisations and then spread through comparison pressures to larger private sector employers.

State infrastructure and services

The state affects the workplace through the allocation of resources in the budget. As just one example, the availability of affordable childcare, in appropriate locations, is a key factor enabling women to participate in the labour force and influencing the number of hours they work. The availability, generosity and conditions for parental leave are another. In Sweden, for example, part of the parental leave entitlement in effect must be taken by the father, so male involvement in child rearing (or ‘childcare’) is much higher.

Thus the state regulates by setting rules and procedures that shape the framework, but also by example (as employer) and by the allocation of public resources. The state matters when its behaviour reflects something different to what would otherwise have come about as a result of the operation of existing social values and norms held by people in power and operating in a market. So if the state passes laws that just formalise what everybody would have done anyway, it will make no difference. In The Handmaid’s Tale, the state created regulations that were out of step with many people’s views. In that story, as with most regulatory paradigm shifts, attitudes evolved to adjust to and in many cases accept the new norms embodied in the regulation, though many continued to resist. But if laws preclude discriminatory behaviour when some employers would otherwise behave in a discriminatory manner, then regulation will make a difference to the gender gap at work.

Trade unions and women

The state is not the only regulatory institution. Unions also perform that function. Unions regulate work by negotiating collective agreements with employers that shape the pay and conditions of workers. They constrain the freedom of management to exercise its prerogative to manage
workers in whatever way they see fit. They also put pressure on the state (governments, courts and tribunals) to establish or improve minimum wages or minimum conditions of employment in a number of areas.

As with the state, if unions just reflect the values of people with power, they make no positive difference to gender at work. For example, up until the 1960s, trade unions paid little attention to women, and indeed supported unequal wages for men and women, institutionalising the discriminatory norms of the time. That is, their position reflected the dominance of the ‘family needs’ or ‘male breadwinner’ notion in wage fixing and union ideology. Unions primarily concerned themselves with organising and representing male members. Unions as a regulatory institution reinforced the lower pay of women compared to men and essentially did nothing to alter the situation of women.

Around the 1960s—under the rising influence of the women’s movement—union policy changed. They tended to support equal pay and thus union rules and agreements reduced the ability of managers to pay men and women differently. Still, women were, and remain, underrepresented in unions at all levels, and underrepresentation is most severe in the senior levels of unions. Women are also underrepresented among union delegates. However, underrepresentation of women in union officialdom and delegate structures has been easing. A number of researchers have referred to the poor performance of unions in serving their female members and the lack of interest by male-dominated unions in women.
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18 For example, Franzway, ‘Changing Sexual Politics by Unions’.
Yet union density has been slightly higher among females than males in several countries (such as Sweden, the UK, New Zealand and Australia) for several years now. Women are disproportionately employed in the public sector, which has higher union density than the private sector, and now this more than offsets the downward effect on women’s overall density arising from the concentration of women in particular occupations and in casual or temporary employment. The evidence generally suggests that, when they are in similar situations in the labour market, females and males are now equally likely to join unions. Women appear to have more to gain from union membership than men, as those with weaker labour market positions often (though not always) have more to gain from unionisation. That is another way of saying the gender gap in pay or conditions is lower for unionised workers. Unionisation appears positively linked to gender equity: countries with higher rates of union density tend to have higher ratios of female to male earned income and higher scores on the United Nations Gender Development Index.

Regulation distance

Not all workers are equally affected by regulation. Those on low wages are more likely to be affected by minimum wage laws than other workers, and those minimum wage laws apply equally to men and women (but there are more women than men in low-wage jobs affected by minimum wages). Those in larger and unionised workplaces are much more likely to be covered by a collective agreement. Those in senior management positions are less likely to be affected by any wage regulation by unions or the state. Lower-level employees, especially those without union membership, are
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24 For example, Paul E.M. Grimes, ‘The Determinants of Trade Union Membership: Evidence from Two Australian Surveys’ (Research School of Social Sciences, The Australian National University, 1994).
less likely to be aware of their rights under antidiscrimination or equal opportunity legislation. The greater the practical ‘distance’ of employees from regulation, by definition, the less affected their situation will be by it. Low ‘regulation distance’ implies rules or behaviours are in place that will reduce the gender wage gap, provided that the content of the regulation is itself more favourable for women than the norms of those in positions of power that they override.27 However, the outcome will depend on the interaction with labour market segmentation, the focus of the later part of this chapter.

Organisational policies and practices

How gender interacts with work is also influenced within the workplace, by organisational policies and practices, and by interactions with trade unions in the workplace. Two organisations within the same industry and region may sometimes have quite different gender patterns of employment and pay, depending on the characteristics of the organisation and its management.

For example, whether gender segmentation (more about that shortly) is eased or exacerbated in the workplace depends on such matters as: policies and practices for handling harassment; mechanisms to ensure that policies and procedures are ‘gender neutral’; whether individual managers endorse and propagate such values; whether there are systems in place to ensure that equity issues are taken into account in employment relations practices; the ability of organisations to ensure that ‘discretionary’ decision-making is gender neutral (e.g. the provision of ‘market loadings’ in salaries); the level of transparency in pay (a female supervisor testified that she only discovered she was being paid less than her male subordinates when the company went bankrupt and the pay details emerged in court);28 and the existence, content and quality of training of line managers, and how it is followed up.

As you can infer from the above, policy is one thing, practice may be another, and the values and behaviour of individual managers are often critical within a particular work area. Policies will constrain behaviour
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27 Peetz and Murray, Varieties of Gender Gaps.
but they can rarely cover every possible aspect of behaviour, and so organisational culture becomes as important as the formal rules—though of course culture is itself influenced by the rules and policies in place.

The intertwining of policy and culture was highlighted in *The Handmaid’s Tale*, where harassment and discrimination were so institutionalised that a specific practice of rape was ritualised. This may seem such a fictional world as to be irrelevant, but in many male-dominated institutions (such as the military) analogous behaviours were accepted, sometimes as part of initiation (‘hazing’) ceremonies. There is a long history of rape being used by military forces as a weapon of war. The cultural embeddedness of sexist or violent practices is why more enlightened military leaders have encountered great resistance to banning them.

Norms of negotiation within organisations

The experiences of women in any workplace will be influenced by the form wage negotiation takes, as this has a particular impact on women. A number of studies indicate that women tend to be overrepresented in occupations and industries with relatively weak bargaining power. In collective bargaining situations, women generally have similar power and militancy to men. But in individualised employment relations, where women are expected to ‘negotiate’ their pay and conditions, they are especially disadvantaged.

Studies have shown that women and men negotiate differently, particularly in relation to money, meaning that—if negotiations take place at all—women are likely to undersell themselves, relative to men, in individual contract negotiations (or, more accurately, men are more


likely to exaggerate their abilities).\footnote{David Peetz, ‘Collateral Damage: Women and the Workchoices Battlefield’. \textit{Hecate} 33, no. 1 (2007): 61–80; Linda Babcock and Sara Laschever, \textit{Women Don't Ask: Negotiation and the Gender Divide} (Princeton, NJ: Princeton University Press, 2003); Lisa A. Barron, ‘Ask and You Shall Receive? Gender Differences in Negotiators’ Beliefs and Requests for a Higher Salary’. \textit{Human Relations} 56, no. 6 (2003): 635–62; Rosabeth Kanter, \textit{Men and Women of the Corporation} (New York: Basic Books, 1977); Muriel Niederle and Lise Vesterlund, \textit{Do Women Shy Away from Competition? Do Men Compete Too Much?} NBER Working Paper No. 11474 (Cambridge, MA: National Bureau of Economic Research, July 2005).} An implication claimed by one writer is that ‘manifestations of hubris—often masked as charisma or charm—are commonly mistaken for leadership potential, and that these occur much more frequently in men than in women’; in other words, a disproportionate number of incompetent men become managers.\footnote{Tomas Chamorro-Premuzic, ‘Why Do So Many Incompetent Men Become Leaders?’. \textit{Harvard Business Review blog} (22 August 2013).} That said, it is questionable how much, if any, of the blame for a gender gap should be placed at the feet of women’s agency, as much of this behavioural difference is likely a structural effect, arising from socialisation processes, not just before the workplace but within and outside it. The media, for example, focus on female CEOs’ gender, family and personal life when writing stories about them, but not when writing about male CEOs.\footnote{Rockefeller Foundation and Global Strategy Group, \textit{CEOs & Gender: A Media Analysis} (New York: Rockefeller Foundation, 26 October 2016), www.rockefellerfoundation.org/report/infographic-media-influence-perceive-women-leadership/.} Their colleagues do likewise and look for an ‘ideal manager’ who is free of encumbrances, able to adopt masculinist, warlike rhetoric and make the ‘hard decisions’.

A related concept is that of ‘unconscious bias’, whereby decision-makers favour characteristics associated with males rather than females and in negotiations will favour a male over a similarly qualified female without realising they are doing so. Organisational responses to this have included ensuring that women are represented on all selection panels (or even on panels in conferences, where people often network and attain recognition), and providing training on recognising and offsetting unconscious bias to managers. The latter is controversial in some instances: one critic wonders how managers can detect something of which they are not conscious,\footnote{Mike Noon, ‘Pointless Diversity Training: Unconscious Bias, New Racism and Agency’. \textit{Work, Employment and Society} 32, no. 1 (2018): 198–209.} though it probably helps promote good practice in other instances. Often the bigger problem is that women are not appearing as candidates for
consideration by selection panels anyway, and responses to that often require examining the structural issues behind this. ‘Unconscious bias’ seems, however, to go further than favouring characteristics associated with men. Women who demonstrate some ‘male’ characteristics, such as assertiveness—even hubris—appear to be penalised for the same things men are rewarded for. The social construction of charisma appears highly gendered, not only helping incompetent men to become leaders, even CEOs, but also keeping women away from those positions.

Labour market segmentation

Labour market segmentation is also critical to understanding the situation of women. Institutions and markets interact to produce the phenomenon of labour market segmentation. It is well recognised that there are ‘female-dominated’ and ‘male-dominated’ jobs, and the extent to which jobs can be characterised as ‘male’ or ‘female’ (or ‘Turkish’, ‘Vietnamese’, etc.) is what people are talking about when they refer to labour segmentation. Through labour market segmentation, labour markets are effectively divided into groups with different bargaining power and status, enabling workers with similar productivity to be paid differently according to their place in the labour market hierarchy.

Labour market segmentation divides male and female jobs; it also segments employees from non–English speaking backgrounds, intermittently unemployed people, Indigenous Australians and people with disabilities. For certain jobs, employers prefer to hire from the less advantaged segments of the labour force, because the lack of choice means that workers there are prepared to work for less and to accept worse conditions. In segmented labour markets, skills associated with marginal groups are given less value than those associated with more powerful groups of employees.

39 On the role of charisma in selecting CEOs, see Peter Bloom and Carl Rhodes, CEO Society: The Corporate Takeover of Everyday Life (London: Zed, 2018).
41 Ibid.
There are several sources of gender segmentation of labour markets, several of which have been indicated already. Some jobs are socially defined as ‘women’s jobs’. There is male resistance to female employment in ‘men’s jobs’. Women’s jobs are seen as possessing less skill content than men’s jobs. Women may experience difficulties balancing paid work and domestic work. Employers may discriminate against women in terms of hiring, pay and promotion, for example due to a belief that women would be likely to leave a job to have children. In addition, a high rate of casualisation of part-time work means a lack of career paths for many women. In the USA, labour segmentation has been declining, though at a diminishing rate, since the 1970s (i.e. segmentation reduced quite a bit in the 1970s, but very little over the 2000s). Segmentation also appears to have declined a little in Australia, and current forecasts suggest it will also decline in the future. The pattern in most industrialised countries is that the female share of total employment has risen over the past two decades, leading to a growth in the female employment share in most industries and occupations, regardless of whether they were male- or female-dominated; the exceptions are mainly in some male-dominated industries or occupations, for example computing in many industrialised countries.

The forms gender gaps take and the ways in which they are created is influenced by what labour market segments you are looking at (is it male-dominated, female-dominated or mixed?) and the extent of ‘regulation distance’ (is work in this industry heavily or lightly regulated, or unregulated?). For example, where work is female-dominated, the main issue affecting pay is undervaluation, which results from either longstanding norms (where regulation distance is high) or the incorporation of norms into formal rules such as statutes, awards and agreements (where regulation distance is low). Where work is male-dominated, individual

42 Margaret Power, ‘Woman’s Work Is Never Done—by Men: A Socio-Economic Model of Sex Typing in Occupations’, *Journal of Industrial Relations* 17, no. 3 (September 1975): 225–39.
women may be disadvantaged by pay discrimination (where regulation distance is high) or by career barriers or sex-based harassment (where regulation distance is low).  

The experiences of women in female-dominated work, and in male-dominated work, show two quite different aspects of the problems of gender at work. That is what we look at in the rest of this section. Of course, as we have already seen, women also face issues in workplaces where they are neither tokens nor the ‘dominant’ group. So labour segmentation does not explain everything about women’s situation at work, but it still plays an important role.

**Women in female-dominated work**

‘Female-dominated work’ might refer to an industry (what the employer makes or does) or an occupation (what the employee does in their job) where female employees predominate. Examples of female-dominated industries include residential care services, social assistance services, library services and private households employing staff. On the other hand, some examples of female-dominated occupations include aged-care workers, childcare workers, librarians, primary school teachers, nurses, dental assistants, laundry workers, receptionists and hairdressers.

A common feature of many female-dominated jobs is undervaluation. At the heart of undervaluation of women’s wages are gender-based notions of skill. Segmented ‘men’s’ and ‘women’s’ jobs involve different skills and attributes. Women’s jobs are likely to involve personal and social relationships—common in service-industry jobs. There is a tendency to downgrade the skills of these jobs because they are associated with ‘female’ skills: gender differences in skill content of jobs appear to have been considerably less than gender differences in pay.  
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47 Peetz and Murray, *Varieties of Gender Gaps*.
On average, women’s wages are lower than men’s wages.\textsuperscript{49} Research indicates that women experience lower earnings quite early in their career. Women tend to have lower returns for education and training (but see later). Still, the gender wage gap cannot be explained by women’s interruptions to labour force participation due to child rearing.\textsuperscript{50} While the gap between men’s and women’s earnings is partly due to factors such as the higher proportion of women working part-time, the lower level of overtime earnings among women and the underrepresentation of women in higher paid (e.g. managerial) occupations, part of it is also due to the undervaluation of skills associated with ‘women’s work’. The skills associated with women’s work may be undervalued not only by employers, unions and male employees but also by women themselves.

A number of female-dominated jobs are characterised not only by low wages but also by poor working conditions. This is especially the case where gender and other forms of disadvantage intersect, as we shall see later. In addition, anything that widens the distribution of income overall will tend to widen income inequality between men and women. This may offset the effects of other actions aimed at reducing gender pay gaps.\textsuperscript{51}

\textbf{Emotional labour and emotion work}

Many female-dominated jobs have links back to the domestic sphere. Many of those require emotional labour, as do many female-dominated jobs that do not relate to the domestic sphere. Emotional labour is expended when an employee must manage and at times modify their own emotions (i.e. to induce or suppress their own feelings), while considering and quite often attempting to manage the emotions of the customer or client. This concept derives much from the path-breaking work of Arlie Hochschild and subsequently Sue Bolton.\textsuperscript{52}

\textsuperscript{49} See footnote 3 in this chapter. But note that many of those studies control for occupation and/or industry. This means that they may underestimate the genuine gender pay gap, as controlling for industry and occupation removes much of that part of the gap that is due to labour market segregation, and instead mainly measures the impact of direct discrimination between men and women doing the similar work for different rates of pay.

\textsuperscript{50} Russell Rimmer and Sheila Rimmer, \textit{More Brilliant Careers} (Canberra: AGPS, 1994).


In earlier chapters two divergent trends in the management of employees were discussed: increased reliance on supervision and tight management of employees; and increased reliance on the discretion of employees. These affect several different modes of work: rule-driven work, which increasingly includes work driven by mathematical algorithms; emotion work; and creative work.

The technological changes discussed earlier provide some examples of the tendency towards the first (rule-driven work). Perhaps technological changes will also place greater value on workers with the capacity to undertake the second (emotion work) and the third (creative work). While rule-driven work features the tightening of direct managerial supervision, and creative work features the contrasting widening of employee discretion (a loosening of direct managerial supervision), emotion work often faces increased demands through a combination of both rules and discretion (e.g. for airline stewards, care workers or call-centre operators).

Emotional labour is typically exerted by women because of their common situation in ‘caring’ occupations. Such occupations are often not afforded the same status as those with male-defined ‘skills’. Sometimes the ability to undertake emotional labour is defined not as a ‘skill’ but as an ‘attribute’, for which rewards are often not forthcoming. Yet it may require training and be performed in difficult circumstances.

Some authors (including Hochschild) draw a distinction between ‘emotional labour’ and ‘emotion work’. Emotion work ‘requires one to induce or suppress feelings in order to sustain the outward countenance that produces the proper state of mind in others’. Both emotional labour and emotion work involve an attempt to invoke a particular emotional reaction in another person. The difference is that emotional labour means you are trying to get a particular emotional response in a customer or client, while in emotion work that could be anyone, including your coworkers. So, one way of looking at the distinction between the two is to see emotional labour as demanded by the employer, while emotion work
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55 Hochschild, Managed Heart, 7.
is what is necessary to get by in one’s job, including through interactions with customers, supervisors and perhaps staff. By this schema, emotional labour is a subset of emotion work.

The use of emotion work is particularly common among women with chronic illness. Emotion work can be a consequence of the stigma and stress that women with chronic illness suffer. One of the main issues they have to consider is whether or not to disclose their illness. To decide not to disclose their illness means that these women need to constantly be aware of their appearance or symptoms to limit the suggestion that something is not quite right. Of course, for some this is not an issue if their illness is visible (in which case it is often labelled a ‘disability’). The issue of disclosure can also have implications for power in the workplace. Other ‘equity groups’ face similar challenges; for instance, people who have suffered from mental illness.

Rules and discretion

So how is it that, as I said above, emotion work is often linked to increased demands through a combination of both rules and discretion? On the one hand, organisations may seek to put in place rules about the emotions that staff must display, from Capro’s smile campaign mentioned in Chapter 5 to the requirements on airline staff, waiters or care workers. On the other hand, organisations cannot directly control and quantify how staff express or internalise emotions; they can try, but this is even more difficult than trying to control the effort that workers put into their jobs. Employee discretion determines how and how much emotion work is expressed.

Moreover, rules often produce outcomes that require employees to come up with ways of managing the emotions of clients. One of the repeated funny scenes in Little Britain concerns a travel agent who invariably responds ‘computer says “no”’ after customers try to make a booking, and the humour lies partly in the agent’s steadfast unwillingness to emote in any way. For a deadly serious contrast, watch Ken Loach’s I, Daniel Blake, and the UK scenes in the shopfronts of the public agency responsible for social security and employment, where the rules under which staff work
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require them to impose penalties and hardship on low-income earners on benefits. They also have to manage the emotions of those clients to avoid distress, despair or even violence. The staff appear heartless but they are engaging in emotional labour. Some staff try to find a workaround for their clients, some internalise the values of the system, some just try to survive. It would be similar for Centrelink staff in Australia, trying to deal with the repercussions of the thousands of false invoices issued under what became known as ‘Robo-debt’.58

Ironically, even as computers and algorithms increasingly take the role of humans as decision makers,59 there is no let-up in the importance of emotional labour, and the growing importance of ‘service’ work makes emotional labour even more central. It is not easy to measure emotional content, but it is easy to measure other aspects of the work of emotional labourers, and it will become easier with technological change. Employers can (and do) count how long a call-centre worker takes on a break, or how many clients a care worker sees in a defined period. But this may be counter to the stated function of the organisation and the norms of the employees. The latter may resist, as in a study of Norwegian health and social services occupations, where researchers found that employees rejected some of the standards of their employers, who in turn had standardised ‘neo-Taylorist’ service agreements with public agencies. Employees provided additional services in accordance with their own standards. Employees ‘misbehaved’, obstructing management control of their work and its attempts to increase efficiency.60 These conflicts are likely to become more common as micromeasurement spreads.

**Future employment of women and female-dominated work**

Discussion of the future of work has focused a lot on the type of jobs that new technology will create or destroy and, to a lesser extent, the nature of employment or contracting relationships related to the growth of platform technologies. Little consideration has been given to how gender fits into this (aside from occasional consideration of the gender aspects of the types
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of jobs that will be created or destroyed), nor to the long-term effects of changing technology on the digital–biological interface, and how this affects gender and work.

One way of looking at it is to ask: who will be better suited by the jobs of the future—men or women? The correct answer is ‘there will be no difference’ in that both sexes can do just about all jobs equally well, but, to the extent that there are socially constructed ‘men’s jobs’ and ‘women’s jobs’, it is important to investigate whether ‘men’s jobs’ or ‘women’s jobs’ will grow more rapidly. One way to examine this is to look at the jobs that are forecast to grow and decline over the next decade (the type of issue examined in Chapter 4), and whether ‘men’s jobs’ or ‘women’s jobs’ are forecast to grow by more. Using occupational projections by the US Bureau of Labor Statistics for the decade 2016–2026, and separate data on the percentage of female employment in occupations, it appears projected US employment growth will be slightly higher in ‘women’s jobs’ than in ‘men’s jobs’. Likewise, if the female proportion of employment in each occupation remained unchanged, and the employment in each industry grew (or shrank) as projected, female employment as a proportion of total employment would grow slightly. This should not be a surprise. As mentioned in Chapter 4, some of the biggest employment growth is likely to be in care-related jobs, like aides and carers and health professionals, which have higher rates of female employment than many manual jobs.

A second approach is to ask: will men’s jobs or women’s jobs be more affected by technological change? That is, will ‘women’s jobs’ be replaced more or less readily than ‘men’s jobs’? Using as a starting point the work of Frey and Osborne (F&O) of the relative susceptibility to automation of different types of jobs, especially ‘male’ versus ‘female’ jobs, and considering the gender composition of occupational employment, it appears that the gender differences in automation effects are not big, and if anything men’s jobs are slightly more likely to be automated than women’s jobs. Jobs held by women appear slightly less likely than jobs

62 Peetz and Murray, ‘Women’s Employment’.
64 Peetz and Murray, ‘Women’s Employment’.
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held by men to be replaced by technology. This was most likely because many female jobs (especially those in ‘large’ occupations) have a high ‘caring’ element.

This was consistent with an attitudinal study by University of Sydney researchers, who surveyed 2,000 Australians and found that, overall, women were more optimistic than men about automation and their jobs. Men were over 10 percentage points more likely than women to be somewhat or very concerned about potentially losing their job because of machines or computer programs replacing human workers, about losing their job due to their industry shrinking, or about losing it because of being unable to keep up with the technical skills required. Yet only two in five women currently working felt they could access free or affordable training, equipping them for better jobs. For the authors, addressing existing gendered inequities in employment were important issues for the future.65

Women in male-dominated work

The jobs in male-dominated occupations are not undervalued in the way that jobs in female-dominated occupations are. But the workplace experiences of women in male-dominated work are often problematic for other reasons.

One of the path-breaking studies on women in male-dominated work was undertaken in the 1970s by Rosabeth Moss Kanter.66 She identified issues associated with women’s vulnerability when they are ‘tokens within a skewed group’. A ‘token’ group is a group that represents less than 15 per cent of a workforce and is overwhelmingly outnumbered by a ‘dominant’ group. Although Kanter wrote about women as a token group, she pointed out that related issues arise for token groups along other dimensions—for example, ‘racial’ minorities within a workplace. She studied the experience of female salespeople in a workplace dominated by men, and identified a series of problems including:

• high visibility, leading to high pressures on performance;
• polarisation (differences between ‘tokens’ and ‘dominants’ are exaggerated), which leads dominants to heighten the group boundaries between themselves and the token group;

65 Marian Baird et al., Women and the Future of Work (Sydney: Australian Women’s Working Futures project, University of Sydney Business School, 2018).
• assimilation of women into ‘traditional’ female roles (e.g. female salespeople ending up always making the tea), which leads to ‘role entrapment’.

Emerging out of her work was the concept of ‘critical mass’; that is, women (or other minorities) needed to represent more than 15 per cent of a work group in order to be able to have any effect. (The term ‘critical mass’ actually developed in the political science literature in response to Kanter’s work, though she did not use the term herself.)67 Subsequent writers have spoken of the insufficiency of ‘critical mass’ as a criterion for change and point to the importance of critical actors and critical acts.68

Eveline and Booth looked exactly at that issue: at women working in the traditional male preserve of mining, and the sexual politics of employing women in precious-gem mining in Western Australia, including how women mobilised against systemic male dominance.69 The company sought to hire women at this new mine in the 1980s, in part for public relations reasons in the context of new antidiscrimination laws, and in part because women workers, it was thought, would ‘civilise’ the men. This was quite an important consideration in a fly-in fly-out (FIFO) operation, in which workers would be flown in from Perth and stay for two weeks at a time in company camps, as the company had no intention of establishing a township to service the mine. Moreover, it wanted to recruit ‘greenfields’ (untrained or ‘cleanskin’) recruits as operators—a practice identified in Chapter 5 as being associated with culturism—and used psychological and attitudinal testing to choose employees. It wanted a workforce that would not be inclined towards unionism (though, as we saw earlier, women are not really less union-oriented than men).

Eventually, despite all public relations efforts, female employment at the mine fell. When the mining company won a second award for its achievements in promoting equal employment opportunity, three women

allegedly left in disgust, including at the way in which the company had failed to replace women who had left. The women at Emsite were sometimes denied information about dangers on the job and were subjected to ‘practical jokes’ and pornographic ‘pin-ups’, and some felt continually ‘on trial’ or began organising resistance. Since then, many things have changed but many things have also not, if a study of women working in the Queensland coal mines two decades later is anything to go by. This harassment of and discrimination against women is not just a blue-collar phenomenon. We see it reported among economists and CEOs, very prestigious white-collar occupations.

Discrimination and harassment are not restricted to male-dominated work (which, after all, only accounts for a minority of working women). The key distinction is that in any workplace, women might be subjected to harassment or discrimination by individual coworkers or bosses, whereas in workplaces where women are a token group, negative attitudes and harassment may take a more collective form, reflecting the male-dominated culture of the workplace, especially if implicitly sanctioned by management. In ‘mixed’ gender occupations, males are not numerically large enough to sustain a dominant culture of collective sex-based harassment, especially as norms opposed to sex-based harassment have become much more widespread in recent years. There, sex-based harassment seems more likely both to be individual and to be ‘called out’. Indeed, many other aspects of male culture are also likely to be weakened, such as male-focused notions about ‘ideal’ workers.

Emotion work in male-dominated occupations?

Male-dominated occupations have not been considered a domain for emotion work. But this is not necessarily a fair depiction. For example, in the miners’ studies just referred to, women often engaged in ‘presentational emotion management’ to appear mainstream. That is,
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70 Georgina Murray and David Peetz, Women of the Coal Rushes (Sydney: UNSW Press, 2010), Chapter 6.
72 Kanter, ‘Some Effects of Proportions’.
73 Peetz, ‘Regulation Distance’.
74 The term was defined in Bolton and Boyd, ‘Trolley Dolly’, 291.
they often engaged in emotion work. Assuming the language and norms of ‘the boys’ may be a strategy commonly used by the women, a form of ‘assimilation’ into male culture—a different use of the word to that by Kanter. For some women, this emotion work may be ‘deep acting’; that is, the women’s emotional state adapts to match that of the men in their work environment. For others it may be ‘surface acting’, when the employee’s internal feelings and the external portrayal of feelings are not consistent. Putting a ‘brave face’ on things may be a form of emotion work used to deal with harassment. In such a situation, surface acting can be more stressful for women than deep acting. The presentational emotion work performed by many women in male-dominated occupations is aimed, explicitly or implicitly, at precluding gender-based discrimination or harassment in those situations. If you fit in, you are less likely to be a target, the reasoning goes.

The biggest problems for many women at work—certainly the problems causing the most emotional distress—relate to discrimination and harassment, which, as mentioned, are not restricted to male-dominated work. Women devise multiple strategies to deal with these, many of which involve some form of emotion work.

The gap at the top

In Chapter 2 we looked at power, resource dependency and labour market power. The women with the greatest labour market power are those with the greatest command over resources; that is, they are those in senior managerial and senior executive positions. Yet here is an interesting paradox: gender inequality in pay appears to increase as women move higher up the ladder. The relative power disadvantage experienced by women vis-à-vis men appears worst for those women at the top end of the labour market—those with the greatest power. This is the ‘powerful women’s paradox’.

76 Kanter, ‘Some Effects of Proportions’.
77 Hochschild, Managed Heart.
78 See, for example, Association of Professional Engineers, Scientists and Managers Australia, Women in the Professions Survey Report 2007 (Melbourne: APESMA, 2007); Peetz, Murray, and Poorhosseinzadeh, ‘Women at the Top’.
At senior levels of companies, the Australian Government’s Equal Opportunity in the Workplace Agency (EOWA) census of large firms found that, in 2010, women held only 8 per cent of executive key-manager positions among the top 200 companies on the Australian stock exchange (the ASX200), as did 12 per cent in the UK, 14 per cent in the USA, 17 per cent in Canada and 19 per cent in South Africa. Only 38 per cent of ASX200 companies had at least one female executive manager, as did 61 per cent of UK, 68 per cent of Canadian, 71 per cent of US and 77 per cent of South African firms. Women held 8 per cent of Australian board directorships, as did 9 per cent of New Zealand, 9 per cent of UK, 14 per cent of Canadian, 15 per cent of US and 17 per cent of South African firms.79 Earlier, in relation to remuneration, the EOWA had found that in 2008 the overall median pay for Australian senior women was 58 per cent of the overall median pay for men; female chief financial officers and chief operating officers earned half the wage of their male equivalents; and in CEO positions women earned two-thirds the salary of their male counterparts.80

What explains this ‘powerful women’s paradox’?81 One feature in the determination of senior-level pay is the greater discretion over pay at more senior levels and the greater importance of individual negotiation at those levels than below. In the absence of meaningful regulation over pay at that level (i.e. in the context of high ‘regulation distance’), the issue in this male-dominated group is not so much gender differences in individual negotiation styles (discussed earlier) as gendered norms about what makes for an ‘ideal manager’ and the critical role those norms play in determining who is allowed to become a senior manager and how much they will be paid.82

It is possible, but not certain, that this is changing. Whether this might be due to highly paid women’s awareness of and willingness to use antidiscrimination law, their ability to use the media, the innate newsworthiness of high-profile actions or something else is unclear, and

82 Peetz, Murray, and Poorhosseinzadeh, ‘Women at the Top’.
the barriers remain substantial. Little wonder that most women think that self-driving cars will be a normal mode of transportation before women will make up half of the CEOs at Fortune 500 companies.83

The future employment of women and male-dominated work

I earlier pointed out that the overall prospects for women’s employment were relatively positive, in that female-dominated jobs appeared less likely to be automated than male-dominated jobs. Perhaps the bigger issue for women is what role they will have in the key jobs of the future that will be most influential, when many of those jobs are male-dominated.

Men dominate in managerial jobs. They dominate in jobs related to engineering, computing and ICT (information and communication technology).84 In most industries and occupations in most developed countries the female share of employment has risen over the past two decades. Rising female labour-force participation rates mean that female employment has grown faster than male employment. Yet in computing and IT, the reverse has happened. In most developed countries (the data in Table 8.1 relate to Europe), the female share of IT occupations has fallen. In Australia, the female share in computer system design and services virtually halved between 1985 and 2015, a remarkable shift.

Internationally, this is an employment area that is not welcoming of women. Recent scandals such as ‘gamergate’ and mistreatment or sexual harassment in some high-tech companies focused attention on the poor situation of women in this cluster.85 The ‘Google Walkout’ was prompted


by the handling of sexual harassment by that company.\textsuperscript{86} This was once a female-dominated occupation—the women who did almost all the computational work to get men into space, highlighted in the movie \textit{Hidden Figures}, were called \textit{computers}. This flipped to a seriously male-dominated occupation as its prestige and pay increased and senior men erected hegemonic barriers to women entering at any levels.\textsuperscript{87} Now, male-dominated groups still operate with norms that privilege males and male behaviour at the expense of females. High regulation distance\textsuperscript{88} has minimised any constraints.

Table 8.1: Share of females in employment, employed ICT specialists, 2005 and 2015, European countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Female employment share in ICT specialists (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2005</td>
</tr>
<tr>
<td>Iceland</td>
<td>22.5</td>
</tr>
<tr>
<td>Netherlands</td>
<td>14</td>
</tr>
<tr>
<td>Switzerland</td>
<td>15.8</td>
</tr>
<tr>
<td>Belgium</td>
<td>16.3</td>
</tr>
<tr>
<td>Finland</td>
<td>24</td>
</tr>
<tr>
<td>Portugal</td>
<td>17.1</td>
</tr>
<tr>
<td>France</td>
<td>18.4</td>
</tr>
<tr>
<td>Italy</td>
<td>15.7</td>
</tr>
<tr>
<td>Spain</td>
<td>19.3</td>
</tr>
<tr>
<td>Norway</td>
<td>19.2</td>
</tr>
<tr>
<td>Sweden</td>
<td>21.2</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>30.4</td>
</tr>
<tr>
<td>Denmark</td>
<td>21.4</td>
</tr>
<tr>
<td>Germany</td>
<td>19.6</td>
</tr>
<tr>
<td>Croatia</td>
<td>21.2</td>
</tr>
<tr>
<td>Cyprus</td>
<td>22.8</td>
</tr>
<tr>
<td>Austria</td>
<td>20.6</td>
</tr>
</tbody>
</table>


\textsuperscript{88} Peetz and Murray, \textit{Varieties of Gender Gaps}. 
Female employment share in ICT specialists (%)

<table>
<thead>
<tr>
<th>Country</th>
<th>2005</th>
<th>2015</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>United Kingdom</td>
<td>22.9</td>
<td>16.2</td>
<td>–6.7</td>
</tr>
<tr>
<td>Romania</td>
<td>34.9</td>
<td>27.2</td>
<td>–7.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>29.8</td>
<td>18.6</td>
<td>–11.2</td>
</tr>
<tr>
<td>Greece</td>
<td>25.3</td>
<td>13.2</td>
<td>–12.1</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>24.9</td>
<td>12.6</td>
<td>–12.3</td>
</tr>
<tr>
<td>Lithuania</td>
<td>32.5</td>
<td>20.1</td>
<td>–12.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>30.4</td>
<td>16</td>
<td>–14.4</td>
</tr>
<tr>
<td>Poland</td>
<td>32.8</td>
<td>13.5</td>
<td>–19.3</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>29.3</td>
<td>9.9</td>
<td>–19.4</td>
</tr>
<tr>
<td>Slovakia</td>
<td>32.4</td>
<td>11.4</td>
<td>–21.0</td>
</tr>
<tr>
<td>Latvia</td>
<td>46.2</td>
<td>24.7</td>
<td>–21.5</td>
</tr>
<tr>
<td>Hungary</td>
<td>37.8</td>
<td>11.9</td>
<td>–25.9</td>
</tr>
<tr>
<td>Estonia</td>
<td>48.7</td>
<td>20.3</td>
<td>–28.4</td>
</tr>
<tr>
<td>EU (28)</td>
<td>22.2</td>
<td>16.1</td>
<td>–6.1</td>
</tr>
</tbody>
</table>

Source: Eurostat ec.europa.eu/eurostat/data/database

Only when their gender is masked online are the high capabilities of female coders acknowledged. But the mask of anonymity online for commentators makes women the target of a disproportionately high amount of online abuse, often perpetrated by ‘well-organised international syndicates’ of online ‘trolls’. So it is little wonder that women now avoid working in IT.

---

Segmentation and intersections between ethnicity and gender

The concept of ‘intersectionality theory’, within sociology, recognises diverse identities and therefore diverse interests of ‘membership groups’ (e.g. women, young workers, ethnic minorities). Intersectionality is a term coined in the 1980s to explain the interacting effects of disadvantage.92 The core idea is that disadvantage is not just ‘additive’ but ‘multiplicative’. Economists call this an ‘interaction effect’. Psychologists call this a ‘moderator’. But intersectionality theory has a very specific focus on forms of disadvantage.

When examining the intersection between ethnicity and gender at workplaces, the key differences are between those who do and do not fluently speak the dominant language in the host society—within Anglophone countries, between migrants from non–English speaking background (NESB) and other employees. This represents the boundary along which segmentation is established.

An example of intersectionality is that NESB women migrants face barriers by virtue of gender, race/ethnicity and related issues such as dress or first language, and family responsibilities. The net impact may be that even skilled women migrants may become unemployed or underemployed, when compared to the general population.

To look more at the special circumstances of migrant women, we must first mention some general issues concerning ethnicity. Many stories of exploitation through underpayment of workers (e.g. in agriculture, in franchises) concern migrant workers. The most commonly exploited have been migrants on temporary work visas.93 For example, in Australia it was reported that franchisees in the 7-Eleven chain deliberately chose a particular type of temporary migrant to facilitate exploitation.94 Three particular sources of disadvantage (low power for employees) in some of these recent cases have been language issues, reluctance to report breaches

---

92  Crenshaw, ‘Demarginalizing the Intersection’.
94  See Chapter 10.
due to employer threats to deport by informing immigration authorities, and lack of knowledge of the industrial relations system. There is more about migrants and disadvantage in enforcing their rights in Chapter 10.

Although migrants may receive higher pay, on average, than other employees, this is because they have, on average, considerably higher skills. Indeed, they are disadvantaged in terms of the pay appropriate for their level of skill and experience, probably in part because of a higher probability of experiencing unemployment, problems in locally recognising overseas qualifications, discrimination, and intra-household decisions taken in the context of the above.95 While temporary migrants may be concentrated in hospitality and agriculture, longer-term NESB migrants had historically been concentrated in manufacturing,96 which is now in long-term decline in most industrialised countries and many newly industrialising ones.97 This creates some particular issues regarding handling structural adjustment in the economy.

NESB migrants have overall been no less supportive of unionism than other workers. While ethnic differences can be used by employers to divide employees and dampen unionism, ethnicity can also be used by unions to mobilise worker support around common interests. Unions can


96 *The Industrial Relations of Migrant Employment* (Canberra: Bureau of Immigration and Population Research/AGPS, 1993).

also create notions of common interest that straddle ethnic divisions.98 That said, some key problems for migrants in collective bargaining relate to consultation and communication.99

Turning to migrant women, there has been high segmentation of NESB women, their being overrepresented in blue-collar occupations and with lower access to external and in-house training.100 In relation to pay, female NESB migrants appear more disadvantaged than male migrants.101 Other key issues for NESB women have included occupational health and safety, harassment, traditional narrow job structures (especially in the textiles clothing and footwear (TCF) industry) leading to major barriers to career opportunities, and outwork.102

Recalling the concept of labour flexibility (Chapter 6), the starkest example of disadvantage facing migrant women comes in the form of clothing outworkers.103 Migrant women have been disproportionately represented in the ‘outworker’ sector of TCF, where pay and conditions are among the

98 Santina Bertone and Gerry Griffin, Immigrant Workers and Their Unions (Canberra: AGPS, 1992); also Jock Collins, Migrant Hands in a Distant Land: Australia’s Post-War Immigration (Sydney: Pluto, 1988); Constance Lever-Tracy and Michael Quinlan, A Divided Working Class (New York: RKP, 1988); Callus and Knox, The Industrial Relations of Migrant Employment.
100 Caroline Alcorso and Graham Harrison, Blue Collar and Beyond: The Experiences of Non-English Speaking Background Women in the Australian Labour Force (Canberra: Commonwealth State Council on Non-English Speaking Background Women’s Issues, Office of Women’s Affairs/AGPS, 1993).
worst, if not absolutely the worst, in labour markets in many industrialised countries. They represent a classic ‘periphery’ workforce comprising people who are typically classed not as employees but as contractors. Their situation has been so stark that, at times, special regulatory arrangements have been put in place to cover these outworkers.104 Disadvantage is not restricted to industrialised countries. Women in the Indian footwear industry seem ‘invisibilised’ out of the sight of protective regulation or unionism.105

Gender and ethnicity also intersect for women in dual-career migrant couples. Sue Ressia found that couples negotiated between each other in order to decide who would pursue their chosen career ahead of the other. The difficulties for women migrants in leaving the home and entering the workforce were shown in several cases where women’s decisions were based on perceived family needs. Migrant families encountered financial difficulties and problems in managing childcare. There were migrant women who set aside careers for which they were well qualified, either to take lower-status jobs or leave the labour force, as a result of their husbands’ perceived career needs, problems with recognition of overseas qualifications, or problems with childcare.106 So even though the worst examples of people being exploited through the intersection of gender and ethnicity occur in female-dominated occupations (the TCF industries), the problems of the intersectionality of gender and ethnicity are not restricted to female-dominated occupations. Issues such as setting aside careers to take lower-status jobs or leave the labour force can affect migrant women in many fields, including even some well-paid professions dominated by men.

If large-scale labour migrations were a major feature of the globe through the twentieth century, the pressure for such migrations is likely to be even greater through the remainder of the twenty-first century. Globalisation increases awareness of life outside the village, and the relative circumstances of the lowest income earners globally have deteriorated, even if, for those in the middle, there has been a major improvement. More importantly, climate change (which will be discussed more in the next chapter) will create large populations of tens or hundreds of millions, whose housing

---

105 Delaney, ‘Australian and Indian’.
106 Ressia, ‘Starting from Scratch’.
becomes uninhabitable due to droughts, extreme temperatures or wildfires or rising sea levels.107 The first three causes might, in certain circumstances, be temporary but the last, in this context, is very permanent. Climate change disproportionately affects poor rural populations, who have the least resources to leave their home but will be the most needy if they do.108 The stronger is resistance to action to deal with climate change, the greater will be the size of displaced populations. The effects of large-scale refugee migrations on recipient countries are controversial and beyond the scope of this book, but the issues include what impact will this have on economic activity (possibly up?), wages, especially of the low-skilled (possibly down?), and the introduction of labour-saving technology (possibly slowing it?). One likely effect could be to intensify the segmentation of labour within recipient societies, with migrant women still most disadvantaged, and put pressure on regulators and interest groups seeking to maintain equity and fair pay and conditions for all.

Conclusion

Today’s matchstick girls are found across societies. Women have enthusiastically participated in marches to boost carer’s wages in New Zealand, to protest President Trump in the USA, or to support a living wage in a number of countries. They have demonstrated and struck as nurses, as apparel workers, as teachers, as electronics assemblers and even as building and construction workers. Working conditions are less oppressive for women than they were 130 years ago, but there still is, and will be, a lot for women to talk about, protest about and strike about. Plus ça change, plus c’est la même chose.

Gender is a major fracture line in workplaces. It separates occupations and industries from each other, and defines the different ways in which people will experience work. The domestic sphere is a central factor in gender segmentation of the labour force. Social norms and values play a critical role not only in shaping the domestic sphere but also in influencing laws that affect the gendered nature of work. Just as attitudes

vary hugely between societies, so too does the legal framework. Regulation distance interacts with labour segmentation to create different forms of disadvantage for women and migrants in different occupations and industries. The experiences of women in female-dominated work, and in male-dominated work, show two quite different aspects of the problems of gender at work. A common feature of many female-dominated jobs is undervaluation of women’s wages arising from gender-based notions of skill. Undervaluation is especially severe for women in female-dominated migrant work. The jobs in male-dominated occupations are not undervalued in the way that female-dominated occupations are. But the workplace experiences of women in male-dominated work are often characterised by problems such as visibility, polarisation and, potentially, assimilation of women into ‘traditional’ female roles.

While the experiences of women in ‘token’ or male-dominated work have specific problems attached, they also face issues in work where they are neither tokens nor the ‘dominant’ group. Discrimination and harassment are not restricted to male-dominated work. In any workplace, women might be subjected to harassment or discrimination by individual coworkers or bosses; whereas in workplaces where women are a token group, negative attitudes and harassment may take a more collective form, reflecting the male-dominated culture of the workplace, especially if implicitly sanctioned by management.

The relative power disadvantage experienced by women vis-à-vis men appears to worsen as women rise up the labour market and further away from regulation and as they get further from adolescence and more disadvantaged by the lingering effects of the household division of labour. Male hubris, often disguised as charisma, enables some men to be greatly overrewarded, especially at senior levels in organisations. Unionisation appears positively linked to gender equity and women appear no less inclined towards unionism than men.

Gender and ethnicity intersect to produce heightened disadvantage, both through what happens in the workplace (locating migrant women in some of the worst, lowest paid jobs) and in the domestic sphere (where decisions about women’s labour force advancement will be heavily constrained by sometimes traditional family considerations). The prospect for future large-scale climate-related migrations is unlikely to ease this disadvantage.
Women appear less likely than men to be adversely affected by automation and AI. Yet women are a declining minority in ICT, where behavioural and attitudinal norms in this male-dominated sector force many women out, prevent others from entering an industry characterised by harassment (including by anonymous trolls) and undervaluation of women’s work (unless anonymity makes gender invisible). It seems that, as the status of the industry and occupation have changed, men have sought to ‘control’ it and make it valued ‘men’s’ work. Meanwhile women have been discouraged from entering it by a misogynistic culture created by men. The toxic phosphorus of matchsticks has been replaced by the poison of online harassment and discrimination.

While the future of work might give slight advantage to women, it is likely to still be men making the key decisions that shape what work looks like. So the key challenges for women are not about ‘Who gets replaced by machines?’ but about ‘Who has power as machines increase the scope for capital accumulation?’ That is, the gender problem in future employment is not addressed by changing the technology of production, but by changing the power relations in production. This is going to be a site of contestation for a long time. But no one can be complacent: the world Margaret Atwood constructed in *The Handmaid’s Tale* reminds us of the fragility of women’s gains, when they have not colonised the sources of power. It is not just in postrevolutionary Iran that women experience major setbacks. As I write this, the USA is contemplating reconsidering *Roe v Wade*\(^\text{109}\) and many states either are preparing, or already have in place, legislation that would restrict women’s rights if that decision of almost half a century ago were overturned.\(^\text{110}\) Such reversals remain possible for decades to come.

\(^{109}\) *Roe v Wade* 410 U.S. 113 (1973), the major case establishing women’s right to an abortion, by considering constitutional validity of laws that criminalised or restricted access to abortions.

It is October 2004. Over 2,000 mostly unionised forestry workers from across Tasmania, Australia, have travelled to Launceston to welcome and cheer a political announcement. Some 250 trucks are parked on the edge of the small city. Wearing blue overalls and bright yellow safety gear, workers crowd into a large hall. Others overflow into a nearby park. The announcement they cheer is one made by a conservative prime minister, who is promising to allow timber companies to cut down trees that environmentalists want to save, saving jobs in the forestry industry instead. The unionists wave signs and banners criticising, as lies, the policies of the Labor Party, a party that had been established by the unions a century earlier. At the election weeks later, the government will be returned.

Fast forward 13 years, to the other side of the world. A ‘people’s climate march’ is underway in a number of American cities. The rallies protest government policies dismantling environmental protections and moratoriums on coal leases on public land. Central to organising the marches have been a number of unions. One union had issued a press release warning that ‘Working families disproportionately experience high pollution levels by being exposed to environmental hazards both at home and at work’.

The contrast with the Tasmanian union’s action of 2004 could hardly be starker. The Tasmanian unions’ actions in prioritising jobs over the environment had been quite characteristic of unions in such times and earlier. By the time of the American marches, demonstrations about climate with heavy union involvement could also be seen in Canada, Australia and across Europe as unions called for a ‘just transition’ to a low-emission society. By no means has it been a universal transformation across the union movement. In 2019, a key committee of the American peak union body, the AFL-CIO, lobbied against the ‘Green New Deal’ proposed for debate in the US House of Representatives. Still, there has been a remarkable change in the perspectives key players held about the relationship between jobs and the environment, and about the sustainability and indeed the ethics of previously longstanding practices.

This chapter investigates the meanings of sustainability and ethics. In part, it considers one of the ‘mega-drivers of change’ in the world of work: climate change. However, the issues of ethics and sustainability go beyond this. This chapter brings together many of the issues we have discussed, under the broad banner of ethics and sustainability. We start with definitions of the concepts, and consider the ways in which the two concepts are related. We then identify several of the ethical issues that are raised by matters we have discussed previously. We look at sustainability issues at the micro, societal and systemic levels. We discuss barriers to sustainability. We consider the nature of the matters that would be addressed by firms and employees adopting sustainable approaches to employment relations within the workplace. We also discuss matters relating to corporate social responsibility (CSR). In doing this we ask, among other things: what are the future effects of climate change on work and productivity? What are the future demands for sustainability and responses to climate change? How are they affecting, and how will they affect, employees?

---


4 Colby Itkowitz, Dino Grandoni, and Jeff Stein, ‘AFL-CIO Criticizes Green New Deal, Calling It “Not Achievable or Realistic”’. Washington Post, 12 March 2019.
Definitions, timeframes and externalities

Sustainability

Sustainability, it was said, is ‘economic development that meets the needs of the present generation without compromising the ability of future generations to meet their own needs’. This definition originated with the United Nations World Commission on Environment and Development (known as the Brundtland Commission) and was later refined by the 1992 UN Commission on Environment and Development. As a definition it is obviously broad, concerning economies as a whole, but the concept of sustainability also relates to individual businesses and can be seen as extending beyond solely environmental considerations. So another way of looking at sustainability of individual activities is to adjust this definition slightly, to indicate it refers to economic activity that meets present needs without compromising the ability to meet future needs.

In this context, we also need to remember a point made by Frances Flanagan: ‘the process of “sustaining” requires human labour. It means more than simply saying “no” to damaging acts of consumption; it also means saying “yes” to … activities that are positively necessary’. In other words, we should not just ask whether a particular activity is compatible with sustainability, but also what other activities are needed to make for a sustainable society. In the end, the societal-level definition of the Brundtland Commission is the most relevant.

Timeframes and externalities in sustainability

Fundamentally there are two key conflicts that affect questions of sustainability. They relate to timeframes and externalities of actions.

The first is the competition between two logics: that of short-termism versus that of long-termism. Sustainability requires that actions be undertaken with a focus on the long term, not just the short term. This is fairly self-evident: if actions are undertaken with net short-term benefits to the parties but net long-term costs, then those actions cannot be sustained.

---

But there is more to it than this. The second aspect is the extent to which costs and benefits are *internalised* or *externalised*. Sustainability requires that the costs of transactions be internalised to the parties—that is, the party creating a cost bears the cost, not making someone else incur it—and that the benefits to each party exceed the costs. If this does not occur, and instead some component of costs is externalised (passed onto another, third, party), then overproduction (at least, overproduction of costs) will occur. In response, those external parties who are bearing the externalised costs (the third parties) will eventually seek to reimpose costs onto the transacting parties, making the original arrangement unsustainable. Depending on the issue there may ultimately be the potential for systemic collapse.

Not all externalities are negative. Sometimes there may be positive externalities (benefits) from private transactions. For example, if there are societal benefits of higher education—in the form of say greater mutual understanding and social cohesion—then the total benefits may exceed the private benefits, and a positive externality has arisen. If this is the case, then some public subsidy may be warranted (though this is not the only rationale for public subsidy). Our interest for this chapter, however, is in the externalising of costs.

**Ethics and sustainability**

Ethics means different things to different people. A dictionary will say it is ‘of or pertaining to morality’ and ‘the moral principles by which a person [or group] is guided’, while ‘moral’ in turn refers to matters ‘pertaining to the *distinction between right and wrong*’. Clearly, different people will have different views as to what is right and what is wrong, and most people will find ways to define their own actions as constituting ‘right’. Still, that does not downplay the importance of identifying ethical considerations in work and organisations.

Liberal market economists often define ethics out of existence by taking the outcome of any free market as ethical and any deviation from that as, by comparison, unethical. It justifies the status quo, or at least

---

neo-liberalism. Yet, by most readings, many of the consequences of neo-liberalism\(^9\) (such as poverty and environmental degradation) are unethical. Conscious choices are to be made about what is right and what is wrong.

There is probably no ethical framework that everybody will agree upon, because of differences in interests (rich people will have a different view of what is ‘right’ from poor people) and personality (authoritarians will have a different view of what is ‘right’ from people with more ‘open’ personalities).\(^{10}\) If you have read this far in the book, however, you probably agree that an ethical society is one that is sustainable and that has some fair distribution of income and opportunity.

While sustainability may not immediately be conceived of as an ethical issue, and these concepts are not the same, a few thoughts will show strong ties.

For one thing, it is simple to argue that it is *unethical behaviour* to impose costs upon a third party that does not benefit (by an amount greater than the costs) from the action concerned. For example, a truck operator who, presumably to save costs, dumped a truckload of asbestos in a street outside childcare centres in an inner city suburb in Sydney\(^{11}\)—internalising the financial benefits from clearing the rubbish away from a building site, but externalising the substantial costs almost wholly onto the residents and schoolchildren of that suburb—was acting unethically by any standards.

Similarly, focusing on the short term rather than the long term has major implications for intergenerational equity. For example, depleting or polluting a resource, making it unable to be used by future generations, is ethically dubious, especially as it is unlikely that future generations will be compensated for this. In other words, unsustainable behaviour is unethical.

---

\(^9\) See, for example, Chapter 2.


The second aspect of the link between ethics and sustainability is that ongoing relations between parties depend upon trust between the parties, which in turn requires a perception by each party that the other will behave ethically towards them. If employees feel that they can no longer trust management to behave ethically, or management believes that the employees’ negotiators cannot be trusted, then it is much more difficult to negotiate an agreement between the two sides, and much more difficult to sustain an ongoing relationship. Resistance, and subsequent overt and covert conflict, are much more likely to occur.12

In other words, unethical behaviour is usually unsustainable. Usually—but not always. In the extremes, it need not be the case. Paying workers the highest wages may be ethical but, in terms of surviving market competition, not economically sustainable. Insisting that all economic activities involving carbon emissions immediately halt may be sustainable but not ethical, at least in the eyes of the current generation of workers who could feel it unethical that they suddenly lose their jobs. But such extremes are rare; for example, few proposals for addressing climate change involve immediate halts to carbon emissions—and the push for zero net emissions of carbon by 2050 does not require such immediate halts. (As long ago as 2013 the Australian Energy Market Operator found it would be feasible to operate the Australian energy market with 100 per cent renewable energy.)13 So ethics and sustainability usually overlap a lot, but they are not the same thing.

Hence, one of the well-used definitions of the principles of sustainability performance by corporations has, as the first of nine items, ‘ethics’.14 Another refers to employment practices that promote personal and professional employee development, diversity and empowerment.

In Chapter 4 we saw how ethical issues have arisen and been handled in relation to artificial intelligence. That chapter highlighted both the importance of ethical considerations and the problems of leaving ethical matters to be resolved voluntarily through consideration by individuals:

---

12 This argument was first made by Keshena de Silva in 2014.
there is an important role for regulation as well. It is not just about AI, however. Ethical issues extend into almost all aspects of current and future work canvassed in this book, even if their ethical implications have been only implied, but not necessarily considered explicitly, in these chapters. For example:

- When management adopts a ‘low-trust’ or ‘high-trust’ approach towards employees, is either approach ethically superior to the other?
- Is it ethically appropriate for firms to seek to individualise employment-relations practices when some or many employees would prefer to belong to a trade union?
- Is it ethically correct to seek to impose a monoculture upon employees within an organisation—or should diversity in views and behaviours be permitted or even encouraged?
- Is it ethically correct to make employees behave in ways that go against their personal beliefs, in order to maximise the profits of the corporation?
- What are the ethical dimensions of the use of power? Is it right for a corporation to use its bargaining power against employees? Is it right for employees to combine together into a union and threaten to—or even actually—withdraw their labour from the corporation?
- Is it right that women are paid, on average, less than men, even when hours and qualifications are taken into account? Is it right, or wrong, to seek to change this?
- Is it right that discrimination or even harassment may occur on the basis of gender, ethnicity, disability, chronic illness, age or other matters?
- Is it right that technological change might result in some workers losing their jobs, even if society as a whole has higher living standards? What would constitute fair treatment of them?
- Is it right that nonunion members can free ride on the benefits obtained by unionists? Alternatively, would it be right for nonunionists to be forced to join a union in workplaces where the majority of employees are unionists? How, ethically, can such contradictions be resolved?15

• Is it right that democracy often stops when you walk inside the workplace gate? Should employees have a say and, if so, how much of a say in the running of their workplace? Should it be their decision as to whether they resist collectively against managerial decisions they do not like?

• Is it right that employees have to engage in emotional labour? Should they be made to engage in surface acting, ‘pretending’ certain emotions? Should they be made to in effect change their emotions through deep acting? If so, should they be compensated and, if so, by how much?

• Is it right if employees can be hired and fired ‘at will’?

• Is it right to differentiate in pay between different workers according to some ‘objective’ measure of performance? Or according to some ‘subjective’ measure of performance?

• How much allowance should employers ethically make for the personal needs of employees? How much allowance should employees make for the profit needs of their employer?

Those are just some of the ethical issues we have encountered here. Some of them are matters on which there would probably be little disagreement between readers. For example, few would say that it is acceptable to discriminate in pay on the grounds of gender or to allow harassment at work. Some are matters on which Ethics Committees (which all universities have) would have very clear views (e.g. on the matter of making employees behave in ways that go against their personal beliefs). For example, it is clear that no modern university would give its imprimatur to the Milgram experiments of the 1960s, as they would be considered deeply unethical. Yet as recently as 2010 a French documentary team recreated a related scenario, Le jeu de la mort (or ‘The Game of Death’), in which TV contestants thought they were applying electric shocks to other contestants, and audience members cheered them on. So, ethical standards vary hugely between universities and the mass media. It is no wonder that a globally popular ‘reality’ TV show based on 24-hour surveillance of contestants was named Big Brother, evoking the alleged evil mastermind in Nineteen Eighty-Four. Perhaps that repeated implicit messaging in turn conditioned the seemingly muted response to

---

reveals about mass electronic surveillance by the US National Security Agency. If so, it would illustrate something we saw in Chapter 5, that the extent of ethical responsiveness to dissenting ideas is in part a function of exposure to content in the media.

Some other ethical questions raised above, however, are likely to generate more explicit disagreement—for example, positions on performance pay, employee participation or trade unionism. Some of this may be based simply on whether people sympathise with employees or management, or in particular whether their work location directs their sympathies towards one or the other. People’s moral frameworks tend to adjust to suit the circumstances in which they find themselves, otherwise they may experience cognitive dissonance. That is, people often have beliefs that are convenient for their situation.

So, many of the above are significant in their own right as ethical issues. But ethical considerations may also affect the success of workplace relations, for example in shaping productivity and sustainable performance. A sense of fairness in the distribution of benefits or power is critical to work.

Forms of sustainability

There are several different forms of sustainability—in effect, sustainability at different levels within social systems. We consider each of these.

Microlevel sustainability: Employees and firms

In workplace relations, the microlevel is normally the level most focused on. The issues here are manyfold. A simple example is that of personal health. Earlier we saw the growth of rotating 12-hour shifts and of drive-in drive-out and fly-in fly-out working arrangements in the mining industry. The Australian Coal and Energy Survey (ACES) indicated the presence of long hours, work–life balance problems and the transfer of the burden of housework onto mineworkers’ partners (i.e. costs were being externalised to the partner). That survey additionally showed short-term illnesses were higher among workers who reported no say in their working hours and had a desire to work fewer hours, as well as among those who felt unsafe for various reasons including working night shifts, those who slept badly,

and those who were dissatisfied with how much free time they had. There were also indications of psychological illness among those who reported no say in their working hours and had a desire to work fewer hours, and among partners who reported that their mineworker spouses were too tired or emotionally exhausted from work.\(^{20}\)

This tells us that, in examining sustainability at this and other levels, one thing we should consider is the extent to which the costs and benefits are internalised or externalised. Are the benefits of the transaction (the selling of mineral products) being shared principally between the firm and the customer, while the costs are disproportionately imposed on employees? If employees are experiencing adverse health effects, and firms are not engaged in the investment necessary to prevent these adverse health effects, then some of the costs are being externalised to employees. The history of the mining industry is full of examples where inadequate investment in OHS meant that employees paid with their lives—the ultimate form of cost externalisation. We saw this in three successive mine disasters in the central Queensland town of Moura, in 1976, 1984 and 1995, in which 36 people were killed.\(^{21}\) We saw it more recently in a coal mine explosion, in which 301 miners were killed, in Turkey—a country where each year one in 10 workers in mining and quarrying have an ‘occupational accident’.\(^{22}\) The death toll from coal mining in China is even worse, resulting in the closure of many mines in recent years.\(^{23}\)

Another recent and tragic example of this approach in a different industry was the collapse in April 2013 of a building containing garment factories (the Rana Plaza) in Bangladesh, leading to the death of 1,127 workers. Eighty per cent of Bangladeshi garment workers are female. The costs of cheap clothing were externalised onto employees, who were ordered to work that day on threat of dismissal (and, in some cases, beatings), despite
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\(^{20}\) David Peetz, Georgina Murray, and Olav Muurlink, *Work and Hours Amongst Mining and Energy Workers* (Brisbane: Centre for Work, Organisation and Wellbeing, Griffith University, 2012).


cracks having previously appeared in the building walls. The benefits were gained by the factory owners and managers, and corporations and customers in the West (possibly including you). Two weeks later, under considerable pressure, the government agreed to let employees establish a trade union without the employer’s permission. This may not sound like much of an accomplishment, but previously workers were not permitted to form a trade union without approval of management, and union activists had been beaten and tortured. We return to this incident later on.

A colleague of mine who often travels to Bangladesh says he was very worried about what would happen if a significant earth tremor hit Dhaka. Hundreds of earlier deaths in Bangladesh have been caused by workers being locked behind closed doors in factories that caught fire. One unionist I spoke to told me of a woman who had jumped from a burning factory building, not to save her life (she did not expect to live) but to save her body, so that her family would be able to identify, and bury, her. Astonishingly, she survived. After that fire, labour activists faced the grim task of searching through the wreckage—for labels and receipts, which they found—as otherwise the clothing chains would deny they had ever made use of this building, in a classic case of ‘not there’ employment.

A high-profile employer in the Third World is Foxconn, with huge factories in China, producing parts for smartphones (probably including the one in your purse or pocket). It plays a key part in the ‘not there’ employment supply chains of several large phone companies that enable Apple to directly employ barely a tenth of the workers in its supply chain. Foxconn has been characterised by strict management, low wages, worker discontent, explosions and numerous suicides. There are continuing questions as to whether employment conditions in Apple’s supply chain are at all improving, and whether factories are being robotised anyway.

and thousands of workers sacked. These questions are asked alongside debates in several countries over the tax paid by large corporations such as Apple. These all raise some interesting ethical issues.

Microlevel costs are not only felt by employees. As suggested, it is not sustainable for employees to continue working in situations that damage their personal lives or physical or psychological health, or maybe that of their partners. As a result, employees resist, and firms will face high labour turnover costs where working arrangements are not sustainable. The Australian mining industry, where firms face unusually high labour turnover despite very high wages, is an example of this individualised resistance to unsustainable employment practices.

Sustainability at the firm level requires other things: for example, the firm must be capable of making a profit, and there must be a ‘fair’ distribution of benefits. On the former, it is interesting to note that a recent Harvard Business School study indicated that firms that explicitly focused on ‘short termism’ faced greater risks and financial problems than companies that focused on creating long-term value. Short-termism was measured by researchers’ analysing the content of transcripts of company conference calls, and the risks included a higher cost of capital and a lower return on assets. They were also more likely to report very small positive earnings, and to violate loan covenants. One reason was that their investors also adopted like-minded approaches, which led to higher stock-price volatility.
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So, short-term focus in profits is inconsistent with long-term growth. Mind you, executive pay schemes that emphasise short-term incentives—and there are many—are likely to drive this behaviour.

It is also plausible (indeed likely) that short-termism among company boards is driven by short-termism among investors—that is, within important parts of finance capital. Regardless of whose short-termism drove the behaviour, it seems that, in the long run, short-termism undermines sustainable profitability.

**Societal-level sustainability**

Ethical income distributions affect economic sustainability at the societal level. In cross-national analysis, researchers from the International Monetary Fund (an institution long known for its strong support for liberal market policies) in recent years have commented that ‘more inequality seems to spell less sustained growth’. They found that reductions in inequality were more important than any other factor (e.g. trade openness or external debt, the latter being of minimal importance) in explaining the duration (i.e. the sustainability) of growth periods.

Aspects of workplace policy also affect sustainability at that level. Incentive schemes in the financial sector were a significant element in the global financial crisis, because of their distorting effect on behaviour. The use of incentive schemes for managers was identified as a reason why the economic performance in Iceland experienced unsustainable procyclical extremes of boom and bust before and during the global financial crisis. This should not surprise us. Incentive schemes in Australia drove a raft of financial misbehaviour so bad that a conservative government was forced to hold a royal commission that disclosed widespread deceit and
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exploitation of customers and of barely functioning regulators. While incentive payments are often accepted as a matter of faith, particularly in market liberal economics, as promoting good behaviour, in practice they often produce counterproductive results in a wide range of areas including, for example, occupational health and safety.

Systemic sustainability

The biggest and most important level at which sustainability can be considered is the systemic level—the system (often referred to as the global ecosystem) within which society and economy exist. In earlier times we thought about how the actions of firms, in dumping pollution into the environment, were engaged in classic externalising of costs onto local ecosystems and communities. In *The Handmaid's Tale*, there is frequent reference to the ‘Colonies’, unidentified distant toxic dumps with labour camps to which noncompliant women were sent. Since that was written, concern has grown to cover the impact of rising carbon dioxide emissions upon the global environment and global society. It is not just people in former colonies who are threatened by the toxicity of those emissions to the planet.

The peer-reviewed evidence overwhelmingly shows that growing carbon dioxide emissions are leading to dangerously rising sea levels and severe consequences for ecosystems, forestry, agriculture, energy consumption, water resources and human mortality unless major changes occur in economic behaviour. If anything, the situation is worse than previously

thought, because scientists appear to have a ‘bias towards underestimation’ of the effects of climate change on sea levels, the polar caps and methane emissions from thawing permafrost and lakes.\textsuperscript{38} What seemed like alarmist predictions at the time turned out to be overly cautious.

Apart from the above implications for the societies in which corporations trade, there are also more direct implications for employment relations. For example, as labour productivity is reduced during periods of high humidity, research published in \textit{Nature Climate Change} indicates that labour productivity will be damaged in many countries as a result of climate change.\textsuperscript{39} The impact on productivity, for people not experiencing the increasingly expensive benefits of air-conditioning, will be quite substantial, especially for people in warmer or mid-latitude climates. This is one of many indicators that it is much cheaper to deal with climate change now than to wait until some date in the future.

It is largely in response to these global threats, and to other related concerns, that corporate literature and rhetoric increasingly refers to sustainable development, to the need for a ‘green firm’ responding to the ‘sustainability imperative’, and to a ‘triple bottom line’ encompassing social, environmental and financial matters.\textsuperscript{40}

\section*{Barriers to sustainability}

Why isn’t more happening? The fundamental barrier to sustainability is the logic of the economic system. Liberal market economist Milton Friedman claimed that the firm has no social responsibilities other than

\begin{itemize}
\end{itemize}
to itself: ‘the social responsibility of business is to increase its profits’. As Joel Bakan argued in *The Corporation*, corporate decision-makers must always:

act in the best interests of the corporation, and hence its owners. The law forbids any other motivation for their actions, whether to assist workers, improve the environment or help consumers save money … As corporate officials … they have no legal authority to pursue such goals as ends in themselves—only as means to serve the corporation’s own interests, which generally means to maximise the wealth of its shareholders.

Both writers, posed at opposite ends of the political spectrum, echo Marx’s view that the actions of a capitalist do not ‘depend on the good or ill will of the individual’, because ‘competition brings out the inherent laws of capitalist production’ as if they were ‘external coercive laws having power over every individual capitalist’. Bakan, as a lawyer, focuses on the situation regarding formal legal obligations, which may vary between jurisdictions, and maximising profit need not be seen as always acting in the best interests of shareholders. As a comment on the logic of capital, however, his remarks have considerable validity. In *The Corporation*, Bakan seeks to point to numerous examples, from the failure of Enron to the privatisation of water in Bolivia, where corporations, in pursuing a single, profit-maximising objective, have shown callous unconcern for the feelings of others, incapacity to maintain existing relationships, reckless disregard for the safety of others, deceitfulness, incapacity to experience guilt and failure to conform to social norms regarding lawful behaviour. He argues that, if the corporation were a natural person, these attributes would (on a standard World Health Organization personality checklist) lead to that person being diagnosed as a ‘psychopath’. This is a very different image to that of the utopian free market in which buyers and sellers, individually pursuing self-interest, collectively produce the best possible outcome. But it does better to explain why, around three decades after the Bhopal disaster in India, Dow Chemical, the owner of the corporation whose factory exploded and killed over 10,000 people with hundreds of thousands harmed, still declined to clean up the area contaminated by the
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explosion.44 For all we know, the vast majority of shareholders in Dow may believe this to be a tragic situation, but the corporation does not behave as if it does.45 Thus the corporation is to Bakan ‘an externalising machine’,46 something that is inherently incompatible with sustainability.

Added to this, since the 1980s, have been the effects of financialisation, which ‘transforms the functioning of economic systems at both the macro and micro levels’.47 Ownership of large corporations has shifted from families and individuals to finance capital.48 Finance capital is more mobile and the costs of entry and exit are lower than for family capitalists. This has implications for workplace relations, more so when there are alternative opportunities for finance capital to make high profits via ‘accumulation by dispossession’.49 Economic blogger Peter Dorman recently commented:

One consequence of a longer-term orientation is an incentive for greater investment, and an important venue for this investment is the enterprise’s workforce. A high-investment personnel strategy is one in which more resources are devoted to cultivating human capital and worker attachment to the firm. The latter is fostered through internal labor markets, rent-sharing and a more favorable, or at least less resistant, attitude toward worker voice … Financialization is linked to inequality and greater precariousness of work because there is little incentive to expend resources in the present to capture the return to investments in the workforce that materialize (uncertainly) well into the future.50

46 Bakan, Corporation, Chapter 3.
This also has implications for global sustainability. The climate crisis should be seen in the context of conflicting capitalist visions; between, on the one hand, those focusing on short-term profit, increasingly associated with the ‘financialisation’ of modern economies, and, on the other hand, those focusing on long-term considerations, accounting for sustainability.51

There are other barriers to global sustainability of course. Lobbyists, using the same tactics (and partly the same personnel) that tobacco companies used to confuse or discredit the science on smoking,52 along with some major media corporations and a spread of blog sites, give the impression that there is debate within the scientific community on the existence of anthropogenic global warming. In fact, over 97 per cent of climate scientists recognise the reality of human-made climate change.53 Studies have used a variety of methodologies to come to similar conclusions about the climate. Yet the muddying of the water has affected public opinion and severely restricted governments’ willingness to take action. Among the broader public, understanding is hampered by people’s unfamiliarity with the studies, frequent exposure to counter-ideas from those with an interest in continuing carbon emissions, and the cognitive dissonance that leads people to often reject evidence that runs counter to their own theories and ideologies and to welcome evidence that supports their belief systems. In the case of climate change, where the evidence is overwhelming, the selective use of evidence and failure to take account of the totality of the evidence is known as ‘cherry-picking’. As one mistruth is exposed, another rises to take its place. (It was common, for example, for climate

52 Naomi Oreskes and Erik Conway, Merchants of Doubt: How a Handful of Scientists Obscured the Truth on Issues from Tobacco Smoke to Global Warming (London: Bloomsbury, 2010).
denialists to argue that the world has been cooling since 1998.\textsuperscript{54} Now the nine hottest years in recorded history have been since 2004,\textsuperscript{55} so this myth has been put away, and others created to take its place.)\textsuperscript{56}

There is, however, an important difference between achieving consensus on action on global sustainability and action on sustainability in employment relations. In the long run, it is not in the interests of capital—even finance capital—to create an uninhabitable planet. So in essence the conflict is one between those parts of capital and the state with a short-term perspective, and those with a long-term perspective (‘patient capital’). The former are, in effect, extracting value from the latter. On this matter, the interests of labour are not in conflict with those of the latter group.

On employment relations, though, the conflict of interest between labour and capital—over how the benefits will be distributed—is fundamental and in some ways irreconcilable. Yet at the same time, as we know, there are also core overlaps in interest—each needs the other to survive. So achieving sustainability in employment relations will always be a form of compromise, and one in which the parameters will likely never be fully resolved.

\section*{Corporate social responsibility}

A concept closely related to questions of ethics and sustainability is that of ‘corporate social responsibility’ (CSR). It is an idea that prompted Friedman’s riposte mentioned above, that the only social responsibility a corporation has is to its profits. There are a wide range of definitions and concepts behind this label, making a single definition controversial but ‘at the heart of many of the differing definitions of CSR is a commitment from companies to produce some sort of social or environmental benefit,

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{54} Michael Mann, *The Hockey Stick and the Climate Wars: Dispatches from the Front Lines* (New York: Columbia University Press, 2012).
\item \textsuperscript{55} Climate Central, ‘The 10 Hottest Global Years on Record’, *Climate Central*, 6 February 2019, www.climatecentral.org/gallery/graphics/the-10-hottest-global-years-on-record.
\item \textsuperscript{56} Skeptical Science, ‘Global Warming and Climate Change Myths’, *Skeptical Science*, 2019, skepticalscience.com/argument.php.
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which goes beyond merely the basic compliance with the law’. 57 Citing Blowfield and Frynas, 58 Burchell refers to three key aspects of this ‘umbrella’ approach, being that corporations have responsibilities:

- for their impact on society and the natural environment, beyond compliance with the law;
- for behaviour of those with whom they deal (e.g. within supply chains);
- to manage their relations to wider society, either to add value to the business or to society.

The proposition that corporations would engage in CSR activities for reasons other than adding value to the business runs counter to the idea that profit maximisation is the sole purpose of the corporation (seen as embedded in the law in some countries, and in the writings of Friedman and Bakan). There are two possible ways for observers and policy-makers to reconcile these perspectives.

The first is to believe that the form of corporate behaviour varies according to their institutional environment and that these differ between nation states. There is a literature based around the notion of ‘varieties of capitalism’, 59 which distinguishes between ‘liberal market economies’ (LMEs) such as the USA and UK and ‘coordinated market economies’ (CMEs) such as those in Scandinavian countries, Germany and Japan. In addition, patterns of corporate ownership appear to differ between these ‘varieties’. For example, in many large German companies the largest, dominant shareholdings are by individuals, families or other small groupings, whereas in the USA the largest shareholdings are by banks and other forms of finance capital. 60 Thus financialisation is much more important, to date, in the USA than in Germany. Financialisation in turn emphasises maximisation of short-term returns. It encourages profit as the sole criterion for corporate behaviour and promotes short-termism. Inequality is higher in the USA: American firms on average are less sympathetic to employee interests and unions than European-based

firms (union density in the USA is among the lowest in the OECD), and European firms tend to show greater willingness to adopt sustainability principles in relation to the environment.\textsuperscript{61} So, perhaps the Bakan/Friedman perspective is more about LMEs than CMEs. Perhaps.

The alternative response is to believe that the profit-maximising objective is not just a result of any nation’s particular corporate laws but is fundamental to the nature of the corporation as a collective of capital. That is, the logic of capitalism means that capitalists behave this way as if the law made them do so.\textsuperscript{62} If this is the case, then as firms seek to maximise profit the only way to ensure that firms engage in socially responsible behaviour is to change the legal/institutional framework to make it mandatory. If there are differences between how corporations behave in LMEs and CMEs, it is because the laws force them to behave differently. In the short term, a CEO or senior manager of a corporation, acting individually or as a group, may exercise agency and be able to pursue some CSR objectives; but in the long run this runs up against the financialised logic of capital and is only sustainable if the law requires them to act this way.

Companies engaged in CSR will typically produce voluntary reports on their CSR activities. Most large corporations will do this, for the public relations benefits. Some may have deeper, more genuine engagements. These reports take many formats, but the Netherlands-based Global Reporting Initiative (GRI) provides a common framework. One recent critique argued that ‘sustainability reporting does not currently meet the needs of stakeholders interested in the labour practices performance of Australian companies’.\textsuperscript{63}

\textbf{Finance and industry associations}

The United Nations (UN) became directly involved in attempting to promote CSR, and several years ago helped set up, through seed funding, the UN Principles for Responsible Investment (PRI). This was a UN-backed (but member-financed) ‘network of international investors’ and other corporations willing to agree to six key principles on environmental,

\textsuperscript{62} Marx, \textit{Capital, Volume 1}, 389.
social and governance (ESG) issues. It aimed ‘to help investors integrate the consideration [of ESG] issues into investment decision-making and ownership practices, and thereby improve long-term returns to beneficiaries’.64 Based in London, it promoted ‘evidence that ESG issues can be material to performance of portfolios, particularly over the long term’. It had 1,484 signatories who were either investors or asset managers in May 2017, plus 223 ‘professional service partner’ signatories.

There are several other privately established institutions designed to promote investment more specifically in climate-friendly activities. It appears that, even in a financialising world, climate-interested (long-term focused) investors are able to successfully pressure large transnational corporations to adopt at least some carbon-friendly actions,65 so it is possible that pressure on corporations to engage in CSR behaviours may arise not only from workers and NGOs but also from elements of finance capital focused on longer-term issues (i.e. ‘patient’ capital).

On the other hand, industry associations may act in the opposite direction. Data drawn from Influence Map (a UK-based nonprofit organisation) suggest major discrepancies between the positions of target corporations, and of industry or trade associations representing them.66 This is also evident within specific industries, such as oil.67 Perhaps this is because the associations’ behaviour becomes responsive to and dominated by the target corporations with the most to lose from responding to the climate crisis; or they take on an ideological role within capital; or the behaviour of the industry or trade associations is a better reflection of the genuine interests and preferences of target corporations (whose public statements might not be taken at face value). There are major benefits for
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corporations in ‘distancing’ accountability—it is the same philosophy behind the ‘not there’ employment model. Interesting comparisons can also be drawn with employer associations in industrial relations.

Pressures from finance capital are more likely to relate to climate sustainability issues than to labour issues, as the latter still tend to throw up questions about the conflict of interest between labour and capital, whereas the long-term survival of the planet is in the interests of both. That said, managers of workers’ pension funds have been criticised for themselves adopting too short-term a focus. Yet short-term financial returns in one year typically do not correlate with returns the next year anyway. To the extent that pension funds represent the interests of (retired or retiring) workers, a sustained longer-term focus by them may have implications for corporate labour relations behaviour as well. Others argue that workers’ pension funds should not concern themselves with these issues, and indeed that worker involvement in pension fund boards reduces returns to members. However, evidence indicates institutionalised workers’ pressure probably increases financial returns, most likely because it reduces opportunities for rent-seeking behaviour by financiers involved in pension funds.

Indeed, it is possible that the ‘tide is turning’. A recent report by the Asset Owners Disclosure Project (AODP) described ‘a fundamental power shift … from short-termers to long-termers’. That the financial industry has been slow, even reluctant, to fund the Adani Carmichael mine in central

69 Peetz et al., Corporations, Their Associations, and Climate Action.
70 The equivalent in Australia is superannuation funds.
74 Asset Owners Disclosure Project, Active Ownership (Sydney: AODP, 2017), aodproject.net/active-ownership/.
Queensland is possibly one example of that phenomenon. It also seems from anecdotal discussions that the interest of Australian superannuation funds in these issues is increasing, but there is still a long way to go before workers’ pension funds give primacy to the long-term sustainability of the planet on which all economic activity occurs.

There are several potential reasons for this shift, besides the changing economics of renewable technology, the worsening climate outlook and shifting policies in countries like China and India. New tools are being developed to enable investors to quantify the impact of climate on their investments. In financial circles, the more things can be counted, the more they count. Pension funds need to invest over long periods of time, and so are now forced to invest with climate change in mind. They cannot afford to have ‘stranded assets’ on their books. There is a rational reason, within the logic of finance capital, for this rethinking.

Reinsurers—essentially large firms that provide insurance for insurance companies—face the same issue. They need to minimise exposure to extreme weather events, which are increasingly influenced by climate change. Indeed one, Munich Re, funded the early climate change research. Some worry that, after 2050, extreme weather events could become so abrupt and severe as to be ‘uninsurable’. Fund managers are creating financial products to enable investment in climate change adaptation. And some investors are taking more control over their investments, rather than leaving them in the hands of fund managers, so they can give appropriate priority to climate issues.


76 From discussions with the author.


This is not to say that financiers around the world are responding uniformly to climate issues. Nor has finance uniformly abandoned short-termism. ‘Climate-interested investors’ currently account for no more than a third of the ownership of the world’s very large corporations, and quite a bit less than that using stricter definitions. However, as renewable energy becomes cheaper, inexorably widening the gap with the cost of carbon-fuelled energy, and the externalities of the latter become priced into costs faced by producers, financiers will increasingly behave as if they cared about sustainability. Whether that is enough for the planet is, however, another matter—without widespread carbon pricing, it is almost certainly not.

Workers, sustainability and a ‘just transition’

Some environmental groups seek negative economic growth to resolve the conflict between the economy and the environment. Yet this is a politically and probably a socially impossible approach: there is no currently known economic system in which negative growth would lead to anything but higher unemployment. Negative growth could not be achieved by a reduction in labour productivity, as the logic of technological change is to increase labour productivity. The only possible route to lower productivity would be substantial reductions in hourly wages, so that capital-intensive technology is discarded in favour of less productive, labour-intensive technology. Such large wage cuts or job losses—that is, a recession—would be unacceptable to trade unions and to voters. They would likely also lead to a right-wing backlash, potentially violent, targeting migrants or other minorities for taking some of the few jobs that remain, and dismantling the prospects of sustained action on climate change. Nor would negative financial returns be accepted by finance capital.

An alternative to wage cuts or job losses would be major cuts in working hours while hourly wages were kept stable. This, too, would lead to major reductions in weekly incomes and hence major resistance. Moreover, while the idea that we could reduce working hours to share the burden may be noble, it fails to account for how the capitalist economy works. As we saw in Chapter 3, reduced working hours did not happen following the expected wave of technological change after the 1970s, counter to predictions from
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that decade.\textsuperscript{81} Perhaps over the very long term a social compromise can be reached in which slower or negative growth is accepted in return for cuts in working hours and weekly incomes, and for the regulated imposition of a maximum number of working hours for all people—perhaps with state-guaranteed minimum incomes and state-enforced maximum incomes. There is debate about moving from a ‘linear’ to a ‘circular economy’, in which there is a lower level of activity and resources are not ultimately wasted but systematically reused.\textsuperscript{82} However, we are a long way from that point and the planet does not have enough time to wait.

In the meantime, can a compromise be found between environmental and labour interests—between the planet and jobs? If carbon emissions are not to be minimised through a reduction in gross domestic product, then it requires a very large reduction in carbon intensity (the amount of carbon emissions used in producing a unit of GDP). Recycling, enforced by regulation (not just individual voluntary decisions) is a step towards that, but just a small one.

Large changes in relative prices are central to achieving a major change in carbon intensity. Some of these have already happened: the price of solar panels, at US$101.65 per watt in 1975, was just US$0.61 in 2015; so annual global installations of solar capacity rose from 2 MW in 1975 to 64,892 MW in 2015.\textsuperscript{83} Wind energy prices have also fallen, while battery storage has recently moved from a theoretical nicety to economic viability, with a large 2017 battery installation in South Australia rendering irrelevant most of the debate about the intermittency of renewable electricity.\textsuperscript{84} Favourable shifts in prices have been assisted by technological developments that have responded to well-known needs, but not all new technologies are helpful: because of the electricity used in complex calculations across multiple high-end computers, the trade in Bitcoin, a speculative cryptocurrency reliant on blockchain technology, consumes approximately as much energy as Ireland.\textsuperscript{85}

\begin{itemize}
\item\textsuperscript{81} See Chapter 3.
\end{itemize}
While changes in market prices make new coal-fired power plants economically unviable, we cannot expect the market to solve the climate crisis. After all, the failure of the market over two centuries to incorporate externalities into resource pricing caused the crisis in the first place. A high carbon price—some have suggested over US$100 per tonne—will also be needed to drive a redirection of economic activity to low-emission behaviour. Perhaps ideally, a scientifically informed estimate would be made of what level of carbon the environment can absorb, and the market would then set a price for that quantity. This was the theory behind an emissions trading scheme (‘cap and trade’), which operates in a number of jurisdictions, though various exemptions or special arrangements can undermine the policy logic.

Government intervention need not be restricted to the pricing of externalities. Most governments seek to actively subsidise certain forms of renewable energy or recycling. Although, in terms of economic theory, a pure model of emissions trading would render such subsidies unnecessary, in practice emissions trading has been far from pure and carbon pricing would be well supplemented by such interventions anyway. Carbon pricing leads to higher consumer prices, including of electricity, but the Australian Government’s attempts to offset these higher prices through fiscal compensation reaped little in the way of political benefits. Polls suggested that voters preferred the revenue raised by carbon pricing be used to subsidise renewable energy anyway, and supported action to address climate change. It seems that the best way of dealing with political opposition to carbon pricing is not to offer compensation but to address the core issues, gaining the support of unions, many workers and parts of capital.

In practice, setting a carbon price may be administratively cleaner than setting a quantity. In discussions with climate-interested investors within finance capital, carbon pricing seems more of a focus for action than the tradability of emissions. While both carbon pricing and emissions trading are unambiguously liberal market solutions to a clear market failure,

86 In an interview with the author.
probably the strongest opposition has come from those associated with the party of capital in the most neo-liberal industrialised economy in the world (the USA), illustrating the limits of market liberal ideals amidst the reality of neo-liberal policy regimes.

As mentioned, major changes in economic structures can lead to major problems of structural unemployment, and hence a need for substantial structural adjustment programs, enabling retraining, creation of new jobs, subsidisation of new technologies and income maintenance for displaced workers. An adjustment program and subsidies could be financed at least in part through carbon price revenue—though it is not clear whether that would be enough.

As hinted at the beginning of this chapter, one of the important work-related features of this area is the changing role of trade unions. Once focused almost exclusively within nation-state borders, as a locale for influencing their ability to regulate workplace behaviour, they are increasingly turning to transnational action. They are doing this through such mechanisms as negotiating codes of conduct, in an effort to regulate workplace behaviour in multiple locations, as what happens in one workplace may ultimately affect those on the other side of the globe. (Employers being able to reduce costs by cutting corners on safety in Third World countries makes it harder for unions to organise, or even maintain employment, in factories elsewhere.) There is more on codes of conduct in Chapter 10.

Union roles on environmental sustainability are also changing. Whereas once they could be relied on to ‘defend jobs’ regardless of environmental implications, an increasingly sophisticated approach to environmental and climate change issues is becoming apparent, in some but not all unions, including some where this would be quite unexpected—probably a result of increasing awareness of long-term implications for their membership. In the end, though, it is the nature of trade unions that environmental and climate issues will be secondary to matters regarding the direct employment relationship. Where unions have had a dominant role in labour supply (such as at the time of Sydney’s ‘Green Bans’ in the
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placing the environment first has not been at the significant expense of employment. It is harder when unions lack such power over labour supply. It is especially hard since, as discussed in Chapter 4, the composition of future labour demand—the jobs of the future—is hard to predict.

Most of the focus of trade union action in recent years has been not in opposing action on climate change but in achieving a ‘just transition’. The term means different things to different participants, but typically involves some combination of improvements for workers and communities, at the same time as the issue of climate change is addressed. So a representative set of elements in a just transition is environmental remediation, energy ‘democracy’, ‘green’ jobs, worker retraining, revitalisation or diversification of energy sources for local communities, and community agency. As the climate warms, heat stress becomes a more important occupational health and safety issue for union action, and plays an increasingly important role in building standards.

Just transition is not a concept that is easy to attain. For example, wages in ‘green’ jobs (jobs in renewable energy industries or in sectors of the manufacturing or service sectors where production assists in the reduction of greenhouse gases) are typically lower than in coal. This is the case even if renewables are installed where coal extraction or burning was previously located. More commonly, though, green jobs are in different locations to the old coal jobs, so in the absence of effective state intervention there are not enough jobs for those displaced as the market moves from high-emissions to renewable energy production. Nor is it inherently the case that they will be ‘good’ jobs.

Unions in different countries think of just transition in different ways. The issues vary between developed and developing countries. A just transition for German coal unions, seeking to move their members into green jobs as carbon-emitting technology is phased out, may be seen as injustice by worker representatives in developing countries who supply raw materials

92 An example is ACTRAV Bureau for Workers’ Activities, Just Transition Towards Environmentally Sustainable Economies and Societies for All (Geneva: International Labour Organization, ILO ACTRAV Policy Brief, 2018).
or components to old works. In many nations, particularly but not exclusively in the developing world, worker representative organisations may be ill-equipped to deal with just transition issues, whether because they are too poorly organised, too locally focused or ignored by national governments. Other civil society groups may be prominent in promoting low-carbon development but with possibly quite different perspectives.

So the concept of ‘just transition’ raises a number of questions identified by researchers. What policy mechanisms are needed to make retraining for fossil fuel workers and green jobs a viable reality? Is it possible for communities to have more control over economic redevelopment planning without transferring financial responsibility away from corporations? How can the urgency of decarbonisation be balanced with the long-term goal of democratising the grid? What about communities that are not agitated to advocate for themselves amid energy transitions? Bigger than these, however, are some fundamental questions about resolving the contradiction between the need for employment and the need for a move to zero-emission economic activity, discussed above. And there is the big political question, about how to garner the political constituency necessary to respond to the issue. This seems to relate in some way to making use of the potential for common interests between unions, many environmental groups and parts of industrial and finance capital.

Conclusions

Two key conflicts on the capital side affect questions of sustainability: the competition between the two logics of short-termism or long-termism; and the extent to which costs and benefits are internalised or externalised. On the labour side, there is a conflict between the needs for employment and for a sustainability built on production methods with low carbon intensity, and there are contradictions in building consensus for a just transition.

Many aspects of work have ethical dimensions, and ethics have implications for workplace relations, organisational commitment and turnover. What should we do about climate change? What can we do?

94 For example, at the International Sociological Association’s world congress in Toronto, July 2018.
In analysing issues of ethics and sustainability, we need to take account of the role of regulation in bringing about sustainable and ethical behaviour, and how effective corporate social responsibility really is or can be. We saw a bit of that in the last part of Chapter 4, and for more on that we will turn to Chapter 10. Some changes are inevitable including, centrally, changes in prices that will make some old industries uneconomic and new ones prosper. Still, sustainability, particularly environmental sustainability, is the area where some of the biggest choices are to be made, and where the difference between making the right choice and the wrong choice is literally a matter of life and death for many. And regulation is not just about the critical matter of pricing: it goes to issues like the uses permitted for water, for rural land, for native forests and for urban space; the types of mines or other carbon-relevant economic activities that are enabled; the levels, locations and types of pollution that are allowed and the fees that society charges to permit such pollution; and obligations on producers, retailers and consumers for recycling, waste, obsolescence and reparability.

While the toxic wastelands used for labour camps depicted in *The Handmaid's Tale* may not seem such a likely scenario, the general point it draws is valid: those without power will most suffer the consequences of environmental degradation, and those with high power will avoid them. The elite will have the resources to maintain their *relative* standard of living, whether it be through building walls, new communities or private armies. For most workers, though, the prospects of climate change are serious and negative. We looked in general at the downwards transfer of risk in Chapter 6. The exposure of the world's poor to the dangers of climate change, while the rich seek to insulate themselves from it, would be the starkest and most serious manifestation of the transfer of risk, without commensurate returns, from an elite within capital to a mass of labour.

In the meantime, we can also expect some major changes in the world of work. There are obvious ones like the loss of jobs in coal mines, oil wells, coal-fired power plants, manufacture and distribution of petrol cars and the like; and the growth of jobs in the manufacture, construction or maintenance of wind turbines, solar panels, electric cars, public transit and seawalls. Other changes will affect how work is done. Energy systems may become more decentralised and possibly less controlled by large corporations. Ways will need to be found: to undertake work, particularly outdoor work, in a hotter climate; to produce food...
vegetable-based rather than animal-based) from less arable lands and from oceans with declining fish stocks and growing numbers of jellyfish;\textsuperscript{95} and to accommodate, often in industrialised nations, untold numbers of climate refugees from countries that have not been a major source of migrants until now. Those migration flows might produce the biggest unpredictable impact of climate change on work.

In the movie *Sliding Doors*, the life of the main character changes radically according to which of the two seemingly innocuous scenarios takes place at the beginning: either she gets onto the train before the carriage doors close behind her, or they close in time to prevent her boarding. A seemingly random event shapes how the rest of her life plays out. And it is true that much of what eventually happens to us—more than we like to imagine—is shaped by random events outside our control. But it would be false to think that *everything* is outside our control. Although the sliding doors in that movie were outside the control of the protagonist, much of what happens in the future is not. It is much more like the scene in *The Circle*, where Mae has the opportunity to reveal and confront the true nature of the organisation, and consciously chooses not to, than that at the beginning of *Sliding Doors*. Critical junctures shape futures, and these are a result of conscious decisions by one or more parties.

As the world has become more complex and ‘globalised’, private and public policy-makers have felt more like events are outside their control. Public policy has always had a problem of translating ideas into practice,
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and many fine aims have been frustrated in implementation. But now the problems are intensified by the seeming power of the market, and the reconstruction of transnational capital, in neo-liberal times. Regulation has appeared increasingly difficult—to some, hopeless. Some have sought innovative approaches by new means of regulation, either public or private. Others have had to deal with the difficulty of implementing regulations that presently exist.

In this chapter we look at regulatory responses to changes in the world of work, particularly those arising from the shift towards ‘not there’ employment discussed in Chapter 6. ‘Not there’ employment has several effects.

One is that it redefines the formal protections applying to workers. Some workers end up excluded from the formal protection of labour law because they are no longer defined as employees—typically as contractors. Other workers end up still covered by labour law but working under the terms of an agreement with or policies administered by a different organisation—typically as ‘labour hire’ (the term used in Australia) or ‘temporary agency’ workers (the term used in Europe where, if sent to another EU country, they are ‘posted’ workers). This almost never means better conditions and usually means inferior conditions.

A second effect is that, within the host country of capital, ‘not there’ employment encourages noncompliance with laws on minimum pay and conditions, because it puts responsibility for employment onto that part of capital which is least knowledgeable about those laws and which is most tempted, or encouraged, by the logic of cost-minimising market competition to circumvent those laws anyway.

A third effect is that ‘not there’ employment encourages both noncompliance with and exclusion from labour law protections by use of global supply chains, where much of the work is undertaken in developing countries by entities that are technically and often practically separate from the organisation at the top of the capital chain.

---

Some of the effects mentioned above interact with changes in technology. For example, the emergence of platform-based ‘gig’ work is naturally dependent on the development of relevant platform technology. In turn, it enables a particular form of ‘not there’ employment that allows a shift in worker status from employee to purported independent contractor, because of the particular form of control that platform technology allows. On a larger scale, the emergence of global supply chains has already been facilitated by technological developments that have enabled rapid transportation, almost instantaneous communication, efficient record-keeping and hence coordination on a global scale.

So in this chapter we look at the above aspects as case studies of the challenges facing regulation in the future of work, and of the policy choices to be made. We examine the challenges posed by future types of work, including through the gig economy. We investigate the problem of noncompliance (sometimes referred to as ‘wages theft’), the factors that promote it and the changing methods used in enforcement. And we peer into the maintenance of labour standards in global value chains or global production networks. Before that, we contextualise it by considering the purpose of regulation, the different forms of regulation by the state (such as the laws of employment and work, the welfare state, trade agreements and international law), which leads into discussion of innovation in regulation (e.g. through international codes of conduct applied to transnational firms) and the potential of and limitations on those innovations, drawing on the example of the response to the Rana Plaza collapse in Bangladesh. How can and will parties respond to increasing pressures for codes of conduct and corporate social responsibility? While technology has posed challenges for regulation, we will also make brief mention of some of the technologies that will assist in regulation.

Purpose and forms of regulation

The aim of regulation, put crudely, is to bring about outcomes different to those that would occur in its absence. In effect, this means outcomes different to those that would be delivered by a market.

It would be noble to say that this was in order to create outcomes that alleviated inequality in opportunities and power and improved the lot of the vulnerable. In practice, much regulation is for a different purpose: frequently, to strengthen or entrench the position of those in power.
Those with the most resources have the greatest capacity to influence government, and the wealthy and large corporations have the greatest financial resources. In *The Circle*, the corporation used its power ruthlessly to ensure that no regulation adversely affected it. A body of literature in the Marxist tradition argues that it is inevitable that the state will act in the interests of capital, either because the state is dominated by members of the ruling class or people with close ties to it, or because the structure of economic power ensures that, in the end, the state will act for capital. Divisions within the ruling class complicate but do not in themselves refute this interpretation. Many instances can be cited of the state acting to serve interests of the wealthy and large corporations with great financial resources.

However, workers and other groups outside the ruling class also mobilise and put pressure on the state to act in their interests. If the pressure is strong enough, particularly if those in the state feel their legitimacy and claim to power is threatened, the state responds by making concessions. So it is that improvements in workers’ conditions—ranging from reductions in the working week, improved leave or higher minimum wages—are achieved. Indeed, we theorised in Chapter 8 that one factor (not the only one) that may reduce gender gaps is the proximity of an occupation to regulation, as regulation reduced the capacity for the norms of those with power to determine the distribution of power and rewards. Policy-makers in the state vary in their ideological perspectives and orientations,
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and some enter that arena specifically to advance the interests of those they see as underprivileged, though in most developed countries most are constrained in what they can do by political possibilities.

One problem facing policy-makers, especially politicians, from both left and right is that it may sometimes undermine their legitimacy (especially with voters or commentators linked to the other side) if others see them as being driven by ideological or interest-driven objectives. So policies will often be advanced in terms of the purported benefit they produce for the greater, public good—often by claims of boosts to productivity growth, which provide the potential for increases in living standards (a potential that, of course, is not always realised). So the true purpose of policies will often be obfuscated.

This chapter, however, does not focus on the prevarications of politicians. Rather, it looks at some specific aspects of the regulation of work that, in particular, attempt to use regulation to overcome some of the problems identified in earlier chapters. That is the purpose of the type of regulation of interest here.

Regulation takes a number of forms. The obvious way in which work is affected by regulation is through employment law or labour law. Employment law may focus on collective issues: what happens when an employer plans to or takes action to retrench or otherwise dismiss a group of employees; what collective rights to information do employees have; what happens when employees have a collective grievance; when they want to strike and when they do strike; when an employer takes industrial action, and so on. Employment law may also focus on individual issues: what happens when an individual is dismissed, what happens when discrimination against a particular employee has occurred, and so on. Over recent decades, this ‘individual’ employment law has generally expanded in developed countries, but (on average) little has happened to expand collective employment law, and in some countries collective employment law has been in retreat. That said, there is little empirical reason to believe that, in the developed world outside Australia, there has been any
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reduction in the right to strike available to employees.\(^{10}\) If anything, most shifts have been in the opposite direction (mainly through improvements in the rights of Easter European workers), though the most common pattern is of stability in the broad nature of the law on the right to strike. However, a number of governments, in Anglophone countries especially, have passed laws that make it easier for employers to bypass unions and have undertaken administrative action to weaken unions.\(^{11}\)

State regulation affecting work is not restricted to employment or labour law. Welfare or social security law affects work, by influencing the incentives on people to enter the labour force, find work, return to work after pregnancy, work longer or shorter hours and in some cases to undertake industrial action. The provision of social services affects the availability of people to undertake work (e.g. through availability of childcare). Indeed, as we saw in the opening chapters, the range of liberal market regulations that affect the operation of product and financial markets without any obvious relationship to labour markets can nonetheless have a major impact on work. These latter areas—those associated with product and financial markets—might have had a greater impact on work and workers than employment law itself.

International law, through conventions of the International Labour Organization, the United Nations, the World Trade Organization or other bodies, affects numerous aspects of work. Trade agreements may affect the capacity of nation-states to regulate employment, and the extent to which workers in one country are seen to be in competition with workers from another country.

Although regulation is something normally seen as being associated with the state, other actors may also seek to regulate work. As mentioned in Chapter 8, unions aim to regulate work through the making of collective agreements with employers, even if those agreements might not be formalised or have the full force of the law. Employers, especially larger ones, establish rules and procedures to make sure that managers


and supervisors do things in ways that are consistent with the aims of the employer. This is often referred to as ‘internal regulation’, and so the shift to ‘deregulation’ is often analysed as instead being a shift from external to internal regulation.12 Governments may sometimes seek to encourage or ‘incentivise’ particular behaviours from employers, rather than passing laws requiring or prohibiting particular behaviours, and so this is sometimes referred to as ‘soft’ regulation, in contrast with the more traditional form of ‘hard’ regulation—that is, laws that require or prohibit something.13

The challenges arising from changes in corporate organisation, state regulation and work itself have made traditional employment law more difficult, including by challenging the traditional conception of employee or traditional forms of accountability in employment, and these have led to various attempts to find new ways of regulating in ways that affect work. They are the focus of the rest of this chapter.

New forms of work and workers

As discussed in earlier chapters, there has been a lot of recent controversy about the use of ‘independent contractors’ in place of employees, something potentially encouraged by the expansion of ‘not there’ employment.14 ‘Independent contractors’ may be subject to protection through workplace health and safety legislation, for example in Australia and some other countries, but are not entitled to other employee benefits such as minimum wages or workers’ compensation. There is considerable international evidence that workplace health and safety outcomes are poorer for contractors than for employees.15 Indeed, a related effect arises

with labour-hire workers: workplace health and safety outcomes are poorer for labour-hire workers—often referred to as ‘temporary agency workers’ in the literature—than for conventional employees.\textsuperscript{16}

So questions arise as to whether particular people should be classed as employees rather than independent contractors under employment law, and therefore be treated as employees not only for workers’ compensation purposes but also for purposes of minimum hourly wages and other entitlements under employment law. Criteria (or ‘indicia’) have been developed by tribunals, the courts and even the taxation authorities to determine whether workers are employees or independent contractors. When firms portray people who are clearly employees as independent contractors, and thereby withhold from them one or more of their employee entitlements (such as minimum hourly wages, leave or superannuation), they may be prosecuted for engaging in what is termed ‘sham contracting’ in Australia.

Often the indicia lead to ambiguous outcomes, at least in the eyes of lawyers, so cases contesting whether particular people are employees or independent contractors still end up before the tribunals or courts.

One recent development in case law occurred in the California Supreme Court. It broadened the meaning of ‘employee’ there, redefining the test used in determining whether a worker was an employee or independent contractor by replacing an assessment against various indicia with an ‘ABC test’. Under the ABC test, a worker is assumed to be an employee unless the employer can prove all of three criteria:

1. The worker is free from direction and control in the performance of the service, both under the contract of hire and in fact;
2. The worker’s services must be performed either:
   i. outside the usual course of the employer’s business; or
   ii. outside all the employer’s places of business (e.g. a firm engaging seamstresses to make clothing could not call them independent contractors);

3. The worker must be customarily engaged in an independently established trade, occupation, profession, or business of the same nature as the service being provided.\(^{17}\)

The ABC test brings more workers under the definition of ‘employee’ than do most other indicia. It has the advantage of covering most groups of workers who would be thought as being under the ‘employ’ of a more powerful organisation. At time of writing, the ABC test applied in three US states for aspects of workers’ compensation or unemployment insurance. However, law in these states does not normally set precedent in other countries. Still, an option available to policy-makers is to legislate the ABC test or some variant of it.\(^{18}\) It would have the advantage of bringing within the scope of employment law a wider group of workers who could be seen to be vulnerable to exploitation by more powerful organisations, those engaging in ‘not there’ employment. Doing this might, however, reducing certainty for some other workers as to whether they are covered by employment law.

A related matter is the question of who is responsible for the welfare of labour-hire employees, who are in a ‘triangular relationship’ with the host employer and the labour-hire firm that is their employer at law. For example, in Québec, Canada, premiums for workers’ compensation are the responsibility of whichever, out of the host employer or the labour-hire firm, is considered to have the greater control over the employee.\(^{19}\)

While ideal at a theoretical level, the practical impact is to lead to a substantial amount of litigation over who is responsible for premiums, and it becomes almost a case-by-case issue for determining who pays. It is


\(^{18}\) The Dynamex decision formed the model for Bill AB5 in California. An example of a variant is that applied by Justice Bromberg in Australia, though this is probably less likely to see people defined as independent contractors, rather than employees, than the ABC text. *On Call Interpreters and Translators Agency Pty Ltd v Federal Commissioner of Taxation (No 3)* (2011) 214 FCR 82, discussed in Andrew Stewart et al., *Creighton & Stewart’s Labour Law*, 5th ed. (Sydney: Federation Press, 2016). Other cases cited there were *FWO v. Quest South Perth Holdings Pty Ltd* (2015) 228 FCR 346, *Fenwick v. World of Maths* [2012] FMCA 131, *FWO v. Metro Northern Enterprises Pty Ltd* [2013] FCCA 216 and *Predl v. DMC Plastering Pty Ltd* [2014] FCCA 1066.

hardly, then, a satisfactory solution. One option for other jurisdictions might be to have the premiums still paid by the labour hire firm but the experience rating (i.e. the discount or addition to premium liabilities, based on claims paid) of the host employer to also partially include the effects of injuries incurred by labour-hire workers while on the premises of or working for such a firm (i.e. the effects would be at least shared between the host employer and the labour-hire firm).

What about ‘gig economy’ workers? The issue of whether platform economy workers are employees or independent contractors has been tested in courts, tribunals and administrative bodies in a number of jurisdictions. The end result has been far from conclusive. On the one hand, a number of cases have led or could lead to some workers in platform industries being classed as employees. This includes several cases in the UK;20 France;21 one in New York City, USA;22 a ruling in the European Court of Justice, which held that Uber was a transportation company, not a technology company, raising questions about whether its workers would be treated as employees;23 and a case about Foodora in Australia—though the local offshoot went into voluntary administration, enabling the international firm to avoid its employment-related liabilities.24


On the other hand, different cases have led, in effect, to their being classed as nonemployees. This included cases in the USA—though one judge commented that Uber and Lyft ‘present a novel form of business that did not exist at all ten years ago’ and added, ‘With time, these businesses may give rise to new conceptions of employment status’—plus the UK and Australia. In one of the Australian cases, however, the tribunal observed it might be that notions about what was necessary for an employment relationship to be established ‘are outmoded in some senses and are no longer reflective of our current economic circumstances’. The comments coming out of some cases, and the variety of outcomes, suggest the law is far from settled and changes in statute law may yet be forthcoming.

Among mainstream employers, organisational control of employees’ working time has become less important over recent decades than organisational control of the product employees generate for the employer. It is an aspect of the two paths towards increased hours or work intensity identified in earlier chapters: yes, one involves tighter direct control over employees’ hours, but the other involves a loosening of direct control of hours and tasks and replacing it with internalisation of the need to work longer hours to ‘get the job done’. Yet control of working time remains one of the indicia used to determine whether someone is an employee or a contractor. The Philadelphia US District Court decision acknowledged that Uber could terminate a driver’s access to the Uber app; deactivate a driver for cancelling trips, failing its background check policy, falling short of the minimum required 4.7-star driver rating, or soliciting payments outside of the Uber app; make deductions against a driver’s
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29 [2017] FWC 6610 (21 December 2017), at [66].
earnings; and limit the number of consecutive hours that a driver may work. Yet against the more traditional indicia, Uber was not considered an employer and its drivers were independent contractors.\textsuperscript{31}

Perhaps the best indication of who holds power in the relationship between Uber and its drivers lies in the pay the drivers receive. The rates of pay and conditions many ‘gig economy’ workers receive would be illegal were they treated as employees,\textsuperscript{32} and for some at least the means by which they are classified as contractors rather than employees appears to have an element of contrivance about it. Thus, for example, Uber’s declaration that it is not in the business of passenger transport, it is merely a technology company acting as a client to drivers,\textsuperscript{33} appears to defy commonsense understandings of what Uber does—why would it be competing with taxi companies and testing driverless cars if it was not involved in transport?—and designed to enable a particular definition of its workers.\textsuperscript{34}

There may also be flow-on effects that affect many other workers. If firms that provide substandard pay and conditions outcompete those providing standard pay and conditions, then the latter group will be forced to match the former or go out of business (leading to greater noncompliance with laws). If the latter go out of business, the former group would be able to raise prices as its market share increases. This appears to be the strategy of some platform firms—for example, Uber has never made a profit despite undercutting competitors,\textsuperscript{35} but appears to anticipate profitability when it has achieved sufficient market share. (We’ll come back, in Chapter 11, to what ‘market’ is relevant here.) The strategy of increasing market shares, to achieve dominance, appears to be gaining traction. Dominant firms now appear to embody a lower labour share in income than other firms. Increasing concentration in product markets within industries is associated with greater declines in the labour share in

\textsuperscript{31} Razak v. Uber Technologies Inc., 27–8.
\textsuperscript{32} See Chapter 6.
\textsuperscript{33} Tom Brant, ‘Uber to European Court: We’re Not a Transportation Company’. PCMag, 29 November 2016, www.pcmag.com/news/349940/uber-to-european-court-were-not-a-transportation-company.
\textsuperscript{34} For example, Caspar, ‘Sydneysiders Have Spoken—and They Choose Ridesharing!’. Uber Newsroom, Uber, 10 October 2015, www.uber.com/en-AU/newsroom/sydney-has-spoken/.
those industries.\textsuperscript{36} The implications of that for other firms’ labour shares would be significant. Many people working for firms in those sectors could be low paid and vulnerable.

The distinction between workers who do ‘crowdwork’ and those who do ‘work on-demand via apps’ is important from both an analytical and policy perspective.\textsuperscript{37} Most of the policy possibilities focus on extending coverage to those who do ‘work on-demand via apps’. This includes platforms like Deliveroo, Foodora, Uber, Uber Eats and Airtasker. This is because of the greater difficulties in providing coverage for crowdwork, when much crowdwork is undertaken across borders internationally. For example, an American app may facilitate an Indian crowdworker performing work for a client organisation or individual in, say, the UK one hour and Spain the next. By contrast, for those platform workers doing work on-demand via apps, the worker and the client are located near each other, regardless of where the app is owned, and this occurs through multiple uses of the app. This commonality of location is crucial for the potential of regulation.

An example of what is possible in labour regulation, and the complexities of it, for ‘gig economy’ workers is in the area of workers’ compensation. The development of the technologies that enable the development of platform work, and more importantly enable the platform intermediaries to command a portion of the payment to the worker, provide an opportunity for regulatory intervention. If payment can be deducted for the intermediary, it can also be deducted for other purposes. A platform that controls ‘contractors’ provides a more accessible mechanism for regulation of the work and conditions of ‘contractors’ (whether by the state or by unions) than would be the case if workers were fragmented through thousands of unrelated contracts.\textsuperscript{38} That said, the treatment of gig economy workers in terms of other aspects of labour law (such as those relating to minimum wages) is more complex.

Various people have called for a set of protections, including in some cases a minimum wage, to apply to all workers predominantly dependent on one organisation for earnings, regardless of whether they are employees or contractors. The difficulty with a minimum wage rate is


\textsuperscript{37} Defined in Chapter 6 of this book.

that payments for many contractors are based on completion of the task rather than the time it takes. New York City sought to deal with this issue for drivers for ‘rideshare’ firms (Uber, Lyft and the like) by using a standardised ‘utilisation rate’ to convert piece rates to hourly pay.39 This was immediately challenged by Lyft, but not by Uber, probably because both saw the former would be disadvantaged in competition with the latter due to Lyft’s lower utilisation rate. For Uber, removing competition may be more important here than obtaining the cheapest possible labour.

The lesson is that, if we are to apply minimum standards outside the employment relationship, we need to be creative as it may be difficult to draft a single, comprehensive law. One option for a national government might be to declare a national minimum wage—and that it applies to a wide range of workers, not just employees—but establish a tribunal to determine how it is to be implemented, in each sector, outside the traditional employment relationship. It would make determinations on application from interested parties who would lodge proposals on how implementation in their sector should occur. Implementation of a minimum wage on each section would not rely on new legislation being passed, just a new tribunal decision. Naturally, parties and tribunals would learn from the successful and failed experiences of other sectors and countries.

The same principle could be applied to other types of minimum standards, not just minimum hourly wages.

Noncompliance

An apparently growing issue for regulators of employment is the problem of noncompliance—referred to by Australian unions as ‘wage theft’ as it concerns money that rightfully belongs to the employees after they have worked the requisite hours. It has implications not just for those workers directly affected: if one group of workers can be paid well below the legal minimum, that opens opportunities for employers to apply pressure to other workers, using the implicit or explicit threat of replacing them with
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lower-paid workers. This section mainly focuses on Australian examples, but the observations about the factors facilitating underpayment have international application.40

There are many ways in which this specific type of exploitation can occur. Examples include being underpaid for regular hours; not receiving premiums for work at unsocial times on nights or weekends (penalty rates); unpaid working hours or overtime; unpaid trials or internships; failing to receive entitlements like pension contributions (superannuation); having illegal deductions made from pay for alleged poor performance or breakages; being sexually harassed; being unlawfully or unfairly dismissed; inadequate breaks; mistreatment or excessive control; or being exposed to danger. Only some are caught in published statistics.

One group often not defined as employees are interns. These are people—usually young—who work for an employer for a defined period of time without payment. Interns, like other people on ‘work experience’ or ‘volunteers’, would be unlikely to be categorised as employees by an ABC test or anything similar because of the absence of a beneficial contract (i.e. a contract that involves payment to the volunteer or intern). Internships and work experience have long been part of the educational experience and often formalised into the curricula of educational institutions. Volunteering has been around for as long as society. The group of concern here, though, is that affected by the newly emerging trend in labour markets: the growth of ‘work experience’ without pay in commercial organisations, as a way of gaining entry into the labour market for that particular industry. Sometimes interns are promised that there would be an educational or training component that does not eventuate, and they end up doing menial tasks; other times they end up doing work that more directly generates surplus for the organisation. Shorter-term arrangements might be referred to as ‘trials’.

This is a relatively recent phenomenon, and reflects changes in labour markets as underemployment and credentialism have grown, especially among young workers. Such internships are seen as a way by which individuals can gain a competitive edge in the labour market. However, as corporations increasingly take advantage of the opportunity provided by free labour through such internships, and demand ‘experience’ in the

industry as a prerequisite for entry-level paying jobs—as already occurs in some industries (e.g. broadcast and print media)\(^{41}\)—the competitive edge largely disappears. The factor that was once a ‘competitive edge’ becomes a new (higher) standard—an example itself of credentialism.\(^{42}\) There is reason to believe that ‘a growing number of businesses are choosing to engage unpaid interns to perform work that might otherwise be done by paid employees’.\(^{43}\) The legality of unpaid commercial internships is highly dubious.

Some groups of employees are disproportionately likely to be underpaid. Those most vulnerable are those most likely to be afraid or tolerant of mistreatment, and least likely to complain. They include workers with temporary migration visas, where the employer has the upper hand in making it not worthwhile to complain. People on a backpacker’s visa in Australia, for example, need to work 88 days in their first year to be entitled to an extra year in Australia. Those days are certified by their employer. So underpaid workers are unlikely to complain to an authority. Many workers worry about losing their jobs if they complain.\(^{44}\)

The outcomes affect others working in retail or hospitality, including students (for whom it is often their only source of income), sole parents or single-income earners working full-time.\(^{45}\)

Some examples from Australia show how it works. One study that interviewed 21 international students in Melbourne cafes and restaurants found all were in casual jobs, all were underpaid and some did work for which they weren’t paid at all.\(^{46}\) Ashleigh Mounser, a student at the University of Wollongong, starting with a university chat room, compiled a list of 60 underpaying employers near that university. Many paid either $10 or $15 per hour, well below the legal minimum.\(^{47}\) Newspaper

---

42  See Chapters 1 and 4.
43  Stewart and Owen, *Experience or Exploitation?*, 245.
44  Others may find alternative redress. See the film 88 Days, made by a British backpacker in Australia who experienced this sort of treatment: www.88daysdocumentary.com/.
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Stories contain repeated variations on this theme: a special investigation of underpayments of Vietnamese students and migrants, with some staff paid as little as $6 per hour; an Indian family who were threatened with deportation after their ‘sponsor’ demanded $30,000 for the visa and insisted on free labour for over two years; or 90 Korean backpackers underpaid thousands for work on a farm. Underpayments became so common among restaurateurs that when one was caught the excuse was that underpayment is ‘normal’. Hence a tour operator told an online newsletter that unpaid work in exchange for accommodation, meals or experiences were not uncommon there, ‘not because businesses up here are greedy capitalist pigs but because it’s necessary to survive in this socialist Australian economy’. Some businesses treat ‘wage theft’ as legitimate business practice in the face of tight competition. In January 2014, the chief executive of a major employer body was reported as saying that thousands of retailers and restaurants were paying workers in cash and reaching illegal private agreements about conditions, to avoid award minimums. It was an attempt to persuade policy-makers to cut those award minimums. But it was also an admission of illegal behaviour by thousands of his constituents.

Migrant workers—especially temporary migrant workers—lack power. Language limitations mean that many do not know their rights, are not confident to enforce them, or find there are very few places where they are wanted. They work in industries where workers are easily replaced, where unfair dismissal is hard to prove and with few meaningful remedies, and collective organisation is difficult. An agent or employer with the same
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background (‘co-ethnicity’) may seem like their best opportunity, maybe the one person they can trust, someone who will make them an offer they cannot refuse. So a common theme in exploitation is co-ethnicity.54

Visa conditions give employers considerable power. In countries like Australia, international students can only work a certain number of hours per week, but with low wages this is often not enough. An employer can then threaten to disclose actual hours worked to immigration authorities. This not only affects migrant workers from non–English speaking backgrounds. It is not as if most of these temporary migrants do not know their rights. One online survey of temporary migrants showed a majority knew they were receiving less than the minimum wage.55 More important was the power imbalance.

Franchisees of 7-Eleven—an Australian franchise that was the focus of some major media investigations—commonly hired international students, because of these visa restrictions. At times, they worked twice the allowed hours, and received half the award pay. The business model of the head firm made it almost inevitable that franchisees had to underpay staff, or they would go bust.56 This is the logic of franchising in ‘not there’ employment. Similarly, oil company Caltex,57 also the subject of a major investigation for underpayment of workers, was able to put the blame back onto franchisees: it set up a $20 million compensation scheme for workers, but four months later no worker had been paid out while 116 stores had been thrown out of the franchise. Allan Fels, formerly in charge of 7-Eleven’s compensation scheme until that company found a better way to accommodate its corporate objectives, described Caltex’s compensation fund as a ‘public relations stunt’.58

55 Laurie Berg and Bassina Farbenblum, Wage Theft in Australia: Findings of the National Temporary Migrant Work Survey (Sydney: Migrant Worker Justice Initiative, 2017).
57 Until 2015, Chevron was a 50 per cent shareholder in Caltex.
And yet, for all the cases brought against employers, it remains a viable option for employers to underpay workers as part of their business model. It is rare for a prosecution to occur, when weighed against the number of underpayment cases that come to the inspectorate’s attention. If an employer gets caught, but then provides back-pay, they normally escape prosecution; or they might be asked to commit to an ‘enforceable undertaking’ to back-pay staff. Some firms doing that have been simultaneously underpaying other workers.

The responses of policy-makers vary between jurisdictions, influenced by the choices and strategies of policy-makers and also the extensiveness of the legal safety net. Some issues apply across a number of jurisdictions, including the limited level of resources available to labour inspectorates in the context of public sector cutbacks, a tendency for inspectorates to focus on educating and cooperating with employers rather than prosecuting lawbreakers, except for the most recalcitrant, and the reluctance of policy-makers to change the provisions in temporary migration schemes to minimise the incentive to give or accept underpayment. Some other issues are more specific to jurisdictions. For example, in Australia some states have introduced legislation to license labour-hire operators, excluding from licenses those who have a record of underpaying employees. Federal ‘vulnerable workers’ legislation introduced in 2017 imposes some liability on franchisors for the behaviour of their franchisees, but there are loopholes if the franchisor did not ‘know’ that breaches were occurring.

A major problem in Australia is conflicting interests: the main labour inspectorate (the Fair Work Ombudsman) is also responsible for regulating unions and enforcing their compliance with industrial procedures. Its record of kid-glove treatment of corporate offenders is such that it would likely be better to abolish it and start again with a new, focused and untainted labour inspectorate. The problems of labour inspection are not unique to Australia. They cause concern in many countries. Many years ago, when I was doing a report on minimum wages in a developing country, the local labour inspectorate cheerfully took me to talk with an employer that they said was paying below the minimum wage. In some places, labour laws are seen as targets, not requirements. In many, labour inspectors develop a cosy relationship with the people they have to deal with, the employers, and whom they do not want to send out of business. If regulators took the same approach to product safety or chemicals there would be more employers in business and fewer live workers. A reason unions in Australia campaign with the rhetoric of ‘wage theft’ is to confront
this idea that financial crimes against workers are not really crimes, not in the same league as financial crimes against others—or financial crimes by workers. It is why that hospitality employer body was happy to report that thousands of retailers and restaurants were acting illegally: it was defining and defending the legitimate, if not necessarily legal, interests of capital.

Unions in many countries, including Australia, usually cannot take action against underpayment because the workers affected are not members. They also have less power in contemporary times, due to changes in labour and product markets, legislation and declining membership. Under earlier legislative regimes, unions could inspect workplace records to seek out underpayments, but that is no longer permitted in Australia. Another approach taken by unions has been to try to put pressure on the value chain (supply chain). In the textiles, clothing and footwear (TCF) industries, over two decades unions sought to persuade governments to treat outworkers (technically independent contractors) as employees. They achieved some success in this, with New South Wales the first to pass laws that in effect deemed TCF outworkers as employees. In building cleaning, Australian unions sought to achieve supply-chain regulation by the state and by lead companies (initially building owners), most recently through the Cleaning Accounting Framework. This built on David Weil’s concept of ‘strategic enforcement’ in the face of limited resources and the fissuring of employment. That same idea is evident in attempts by unions to achieve regulation of international supply chains, discussed in the next section.
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Codes of conduct and beyond

As we saw in earlier chapters, the growth of international trade has enabled corporations to externalised damage to the community while internalising profits. In recent decades the externalising of harm has attracted substantial criticism and has led to the emergence of the corporate social responsibility (CSR) movement. The CSR movement pressures corporations to reject the pure form of the shareholder primacy model of corporate governance in favour of an approach that factors in the community’s interests as well as profits. CSR pressure demands that transnational corporations (TNCs) ensure labour standards are upheld in their supply chains. Supply chains include procurement of raw materials, manufacturing, distribution, marketing and sales. Under this business model, use of separate, often unrelated legal entities reduces legal obligations and costs. Sitting at the top of the supply chain are often retailers or large brand names. Suppliers—unrelated corporate entities—often in turn further outsource eventually to factories where workers are employed. The cost savings and distancing benefits to lead corporations are substantial but they also affect the conditions of employment of workers, and resistance to this puts pressure on head corporations to demonstrate some CSR.

As part of the emergence of CSR, discussed in Chapter 9, recent years have seen the substantial growth in codes of conduct for corporations. These typically apply to large TNCs and encompass their supply chains, as many points on the supply chain are subcontracted rather than owned by TNCs, a common form of ‘not there’ employment. They usually relate...
to employment matters—though they can also cover environmental or other social issues. The codes may require that employees have certain rights (e.g. to organise) or require certain safety standards be enforced.

While in practice corporations are being pressured through the CSR movement to uphold human rights and general values, corporations are not legally bound to adhere to such standards. Corporations are pressured to be seen to uphold such values arguably due to a threat to their corporate image and profits.

Corporations may respond to CSR pressure by targeting those areas that give them the most kudos for the least cost. Walmart, for example, focuses on building up its reputation on environmental CSR and downplaying the significance of labour standards. Its drive for environmentally friendly practices extends to Walmart seeking to purchase its products from suppliers who are environmentally friendly. Walmart claims it ‘helped’ one of its suppliers adopt more environmentally friendly manufacturing practices. Walmart links this focus on environmental concerns back to its drive for profits, claiming that caring for the environment makes ‘good business sense’. In relation to labour practices, Walmart has a far poorer record. It shows little sign of ensuring labour conditions in its supplier factories are protected and actively suppresses its own employees’ labour rights. Managers were told, ‘you are our first line of defense against unionization’ and provided with a Manager’s Toolbox to Remaining Union Free. There was a union-busting team of staff to fly into any Walmart outlet which attempted to unionise. It appears Walmart was attempting to minimise the negative media attention of their violations of employees’ labour rights through promoting their high ethical standards in relation to the environment and focusing upon their low consumer prices. This might succeed, as some researchers claimed customers only altered their
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purchasing practices if they felt unethical conduct may impact upon them.\textsuperscript{73} The abuse of workers may not affect many customers, while environmental degradation affects the survival of the planet. This means customers may react negatively to environmental abuse, but may have a lesser reaction to labour abuses.

True, corporations have recognised that adverse publicity could hurt their profits.\textsuperscript{74} In response to the media attention, some corporations have made a public show of improving working conditions in their supplier factories.\textsuperscript{75} As the main motivator of corporations is negative publicity, most corporations engage in socially responsible conduct primarily as a marketing strategy.\textsuperscript{76}

So a common criticism of codes of conduct is that they are often more show than substance, providing a public relations front for a company but without bringing about genuine change.\textsuperscript{77} In response, pressure may be applied to TNCs to sign agreements to make their codes enforceable and in particular to expose them to independent audit (e.g. a factory visit by an agreed team of inspectors who are independent of the company, rather than appointed by it). These agreements typically are made where the net costs of signing up are less than the net costs to the firm of not signing up. This occurs when workers in the home (usually developed) country of the TNC have sufficient bargaining power and motivation to do this; or where the brand name of the company is sufficiently well known that it is susceptible to brand damage from campaigns waged against it.

\textsuperscript{73} Jeffrey Mercer, ‘Corporate Social Responsibility and Its Importance to Consumers’ (The Claremont Graduate University, 2003).
\textsuperscript{77} Naomi Klein, \textit{No Logo: Taking Aim at the Brand Bullies} (New York: Picador, 2000); Duncan Pruett, \textit{Looking for a Quick Fix: How Weak Social Auditing Is Keeping Workers in Sweatshops} (Amsterdam: Clean Clothes Campaign, 2005).
Unions in many industries thus establish global union federations and seek to negotiate ‘international framework agreements’ with TNCs. Some activist campaigns are directed at large, developed-nation brand-name retailers who stock products made in Third World countries.

Action along these lines began to emerge in response to the Rana Plaza collapse in Bangladesh, through demands on retailers and label owners to sign a five-year commitment to conduct independent safety inspections of factories and pay up to $500,000 per year toward safety improvements. The local and international unions were able to use the publicity arising from the building collapse to pressure the brand corporations. Many had initially denied any involvement with the factory, but activists were able to provide proof—labels and invoices—gained from the rubble.

Eventually two competing models emerged there. The first was the Accord on Fire and Building Safety in Bangladesh, signed by 10 union federations and 163 garment manufacturing and retail corporations from 20 countries. It provided for independent inspections of factories, obligations to pay for safety repairs and renovations, and protections for the right to refuse dangerous work or to enter dangerous buildings. Importantly, there was legal enforceability of these rights in the home country of the brand corporation (i.e. if the brand corporation did not force its suppliers to take the above action, it in turn could be sued in its home country). The International Labour Organization (ILO) provided the independent chair of the governing body.

The second model, in response to concerns by corporations like Walmart and Gap that they did not want to face the higher costs the Accord might imply, was the Alliance for Bangladesh Worker Safety, signed by 26 corporations (mostly from North America) but no unions, with corporate-controlled factory inspections, no guarantees of safety repairs or renovations, no guaranteed rights to refuse dangerous work or to enter
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dangerous buildings, and no legal enforceability (other than the payment by manufacturers of fees to the Alliance. 81 The Alliance is therefore seen by labour activists as an attempt by corporations to give the appearance of action (its website claims it is the ‘driving force for creating a safer garment industry for all factory workers’) in a highly emotive area without actually doing anything.

The difference between the two approaches is critical. The Accord had around 50 staff, including engineers who undertook safety audits. Under the Accord, some 1,104 factory inspections were undertaken up to September 2014, finding a total of 80,000 safety breaches. Only two factories were closed, but all factories had at least one major safety problem. These had to be remedied. For example, if a worker activist showed an inspector around a factory and was sacked the next day for doing so, under the Accord he or she had to be reinstated or the brand corporation must sever its ties with that factory. Under the Alliance, by contrast, the factory owner would get a letter. 82 I imagine it would go into the round file. 83

Many relevant Australian corporate groups are covered by the Accord (Cotton On Group, Forever New, Kmart, Pacific Brands, Pretty Girl Fashion Group, Speciality Fashions, Australia's Target and Woolworths), as are many international brands (including Esprit, H&M, Zara, C&A, Adidas, Loblaw, Tesco, Benetton and Mango). However, the Just Group (chaired by Solomon Lew, with CEO Mark McInnes, a controversial hire from David Jones, 84 and which owns the brands Just Jeans, Jay Jays, Jacqui E, Portmans, Dotti, Peter Alexander and Smiggle) joined Walmart and Gap's Alliance (along with companies like Macy's, US Target, The Warehouse, Costco, Canadian Tire and a number of North American employer associations).
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Bangladeshi labour activists said, in effect, ‘don’t stop buying garments made in Bangladesh, but put pressure on the labels’ to guarantee safety and working conditions. The extent to which this is successful depends on which of these two ‘models’ succeeds. The difficulty for consumers who have not read this book, and hence for this form of action, is knowing which code of conduct has substance and which is a facade.

The Accord and its successor led to restructuring of the Bangladeshi garment industry, with a number of city-based small manufacturers closing as production for the West is increasingly concentrated in larger factories on urban fringes. Ties with over 500 factories were terminated for non-compliance.\(^8^5\) Still, much of the industry was not affected, as significant exports also went to China, which did not engage in such processes. That said, it is a model that might find salience in other countries (e.g. corporations that are willing to abide by good practice find it less costly to go through the Accord inspection processes than to have multiple audit teams from different organisations inspecting at different times, even if the former have legal enforceability).

What happens after the initial five-year Accord expired in 2018 will be important but is, at time of writing, uncertain. Bodies like Human Rights Watch and other activists and unions wanted the Accord to stay in place; the government and especially local employers wanted it terminated or at least replaced by something with less independence. There was support from overseas to maintain the Accord. The matter was to be heard by the Bangladesh Supreme Court in mid-2019,\(^8^6\) with much concern focused on the need to build local institutions to enable effective labour regulation in light of what some saw as the “shocking unreadiness” by Bangladeshi regulators to oversee the ready-made garment industry.\(^8^7\) There was no such problem for Walmart and Gap’s Alliance. The public relations crisis having passed, as always planned, the Alliance ceased to exist in December 2018.\(^8^8\)
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Alternative grievance mechanisms

A different approach that has been taken to international regulation of TNCs is the grievance mechanisms established through the Organisation for Economic Co-operation and Development (OECD) guidelines on TNCs. These enable interested parties (including individual unions or global union federations) to raise complaints with ‘national contact points’ (usually a bureaucrat in a government department) in home countries of the TNCs. These differ from codes of conduct in an important respect: rather than the question of engagement being up to the company, they are up to the national government of the country in which the company is domiciled, and a company can be dragged into the process even where it does not wish to be, if the government is determined to participate.89 Not all countries participate with equal enthusiasm, and in the USA, for example, it appears that if a TNC does not wish to participate then the home government does not push it. Analysis by Ford and Gillan suggests that roughly three-fifths of complaints get accepted as being able to be heard, and of those about half produce positive outcomes for the complainant.90 While the process has many problems, its existence shows that there are multiple avenues available for those seeking to regulate the labour activities of transnational capital.

Conclusions

The state still has a key role to play in creating and enforcing the rights associated with workplace citizenship, the rights applying under codes of conduct, and the management of social and systemic sustainability via such issues as the redistribution of income, wealth and power, the pricing of externalities such as carbon and the way in which financial regulation affects the focus on short- and long-term rates of return.

Yet regulation is increasingly difficult as the effects of globalisation spread and render nation-states less powerful, and as neo-liberalism renders the state less willing to intervene anyway. Developments in technology provide additional challenges.

90 Ibid.
This chapter shows three ways in which parties have responded, and can respond, to changes in the economic environment and labour market that provide regulatory challenges.

On the first issue (the definition of workers), it appears that changes in the labour market, including those driven by new technology and the growing emphasis on ‘not there’ employment, have run ahead of both statutory law and judge-made law. The judiciary tries to respond but appears at times to be waiting for legislators to catch up. There are opportunities for legislators to do that, by expanding the reach of employment law and (perhaps in different ways) of particular aspects of labour law (such as in workers’ compensation). This includes revisiting the definition of a ‘worker’ or at least the possibility of some minimum standards applying to all employees, and thinking innovatively about how such aims might be achieved. A good approach seems to be to establish general minimums at law, while leaving it to specialised bodies to determine the detail in areas where employment status is not demonstrable.

On the second issue (noncompliance), inspectorate compliance action appears increasingly inadequate, and hampered in Australia and elsewhere by inadequate resources and/or conflicting responsibilities for the inspectorate. Unions, largely now locked out of active labour inspection in Australia, have sought to achieve supply-chain regulation through pressuring the state and corporations.

On the third issue (international value chains), states are reluctant to act for fear of losing investment, but unions use leverage where they can to force accountable regulation across the value chain, under the auspices of the lead company that heads the value chain. In this context, we need to take account of the role of regulation in bringing about sustainable and ethical behaviour. There are genuine doubts about the efficacy of ‘internal’ regulation by corporations, due to the nature of the logic of the corporation (typically profit-maximisation). Some campaigns (such as those promoting codes of conduct) seek to affect or shape internal regulation and even the internal logic of corporations. Some researchers see this as a new form of regulation that may supplant state regulation in an era where the state is in retreat. But there is considerable evidence that it matters a great deal whether any internal codes of conduct are ultimately enforceable. If they remain within the control of the corporation, with no external enforceability under law, then there is genuine doubt as to their longevity—their sustainability. An example is the differences between
the ‘Accord’ and the now defunct ‘Alliance’ on Bangladesh worker safety, the former imposing legal rights and obligations and being the subject of continuing contestation between capital, labour and the state, while the latter was a classic example of something ephemeral established as public relations crisis management. To the extent that it succeeds in undermining the imposition of legal rights and obligations, public relations crisis management threatens workers’ lives.

All of these are about different, but related, aspects of labour regulation. Labour regulators are finding it increasingly difficult to respond to the critical issues in today’s labour markets. But as discussed in early chapters, labour regulation is not the only aspect of regulation that affects labour. There are broader questions about other types of regulation, of society and the economy that are also highly relevant to labour. And there are major issues about how the regulatory environment responds to climate change and what this means for the future of work. We looked at some of that in Chapter 9, and we turn to broader issues of responding to the world outside the workplace in the final chapter.
In conclusion—on realities and futures outside the workplace

This book began with two Sliding Doors scenarios for the future—one not quite utopian, one not quite dystopian. Through the rest of this book, we have seen what the realities of work presently look like, and how the choices that we make will determine which futures of work we end up with.

The present realities and choices

The present realities of work can be summarised like this: shaped by over three decades of financialisation and the broadly neo-liberal policy frameworks that have accompanied, facilitated and been encouraged by financialisation, employers and workers have been increasingly operating in an environment that is driven more by financial considerations and less by the personal preferences, benevolent or otherwise, of wealthy families or individual industrialists. It is the logic of money, not the emotions of moguls, that have increasingly determined what happens. (Moguls are not dead—witness News Corporation’s Rupert Murdoch—but, as sole owners of large corporations, they are less common these days.)
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The phenomenon of globalisation has also accompanied these changes, and it makes a difference, but it is often given attribution for things that are not of its doing. Blame those South Americans or Asians for taking your jobs? No, it’s really the bean counters who did it—if you can blame any individuals at all. One of the great things about the developments of the last three decades, at least from the point of view of those who benefit, is that so much of what happens can be said to be inevitable. ‘Sorry you lost your job, but that’s economics.’ Or that’s the market. Or that’s globalisation. Or that’s just the way it is. More flexibility and more uncertainty are inevitable, we are told.5 This depersonalisation of accountability takes power away from individual workers and it makes them feel that even organising collectively no longer gives them the power they used to have. Over three decades of financialisation and neo-liberalism have seen union density decline in most countries, sometimes quite dramatically, even though attitudes are quite stable, and people still want unions, on average, as much as they used to.6

So with developments in the economy and society seemingly taking an inevitable turn, we also look to the effects of technology with a sense of inevitability. Artificial intelligence is coming, cloud computing is coming, 3D printing and big data and new biotechnologies are coming, and they will have ‘these’ effects (whatever ‘these’ are) and nothing can be done about it, as it is all inevitable.7

Agency and variability

Yet despite the greater influence of ‘the market’, individuals still have agency, and quite a lot of it. Managers who run companies or units within companies do so with a wide range of styles and strategies.8 They do this partly because no one has really worked out what the magic formula is (though many people make a lot of money telling you what that formula is), partly because they find themselves in different industries or circumstances that promote particular styles, and partly because managers really are individuals with individual differences and psychological urges that vary in their intensity. Some want their employees to prosper, some want to be able to exercise control, or at least to demonstrate control.
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Some like rules and procedures, some don’t. Some have their favourites and dislikes, some act without fear or favour. Some believe their workers have rights to organise or act collectively or to act on their own beliefs, some don’t and seek to exercise cultural control over their workforce. Some read widely, some don’t. Some are influenced by the ideas of their peers in other firms or other units or employer organisations, some are not. Most want to advance in the organisation (otherwise, why would they become managers?) and so they will adopt the ideals of profit maximisation and seek to curry favour with their superiors or the shareholders’ representatives, but they still have quite diverse views, and operationalise them in diverse ways, on how to maximise that profit and gain support from their superiors.

Even finance capitalists vary in their preferences and behaviour. Some look to the short term, some to the long term. Some genuinely are concerned for the planet, some couldn’t care less. They vary hugely in their tolerance or welcoming of risk. Always, their behaviour is constrained by what looks to them like a good or a bad investment, so they all believe in market solutions ahead of collective action, but they may behave quite differently in similar situations because of those individual differences.9

Likewise, workers as well as officials in worker organisations have agency and differ greatly in their choices, preferences and actions. Therefore workers and worker organisations vary substantially across space and time in how they respond to particular situations.10

So it may be fair to say that, one day, someone somewhere will invent X, where X is some new technology that has certain capabilities. But predicting what will happen after X is invented is another matter altogether, because it depends on who owns X; the actions of managers, capitalists, financiers, workers, worker organisations and governments after X is invented; and the structures that have been put in place up until the time when X was invented. All those predictions from the 1970s that new technology would reduce working hours and create a leisure society were off-beam because they failed to take accurate account of the social and economic context in which technological change was occurring.11

9 Chapter 9.
10 Chapter 7.
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Current directions

What, then, does the immediate future hold? At present, under the influence of financialisation and neo-liberal policy frameworks, industrial capital is reorganising as core firms seek to minimise costs, risks and, importantly, accountability, by outsourcing, spinning off subsidiaries, setting up franchises, or using contracting firms, labour hire or contract workers themselves—in other words, ‘not there’ employment. Again, a great advantage is that accountability is depersonalised: you no longer lose your conditions, or your job, or your hand, because of some action or inaction by a well-known global firm. You lose them because ‘that’s what we have to do in order to survive in the modern marketplace’. It boils down to simple economics. Large firms take up, on average, a growing share of activity in product markets, but with less responsibility.

Yet this process of fragmentation, precaritisation and risk-shifting has limits, and frequently reaches them, because in order to maintain control over their products firms need to maintain control over labour. Managers seek ways to exercise control of labour, sometimes helped by developments in technology. In the end, though, the employment relationship is critical to maintaining managerial control over labour. Without the employment relationship, capital cannot seek to exercise cultural control over workers. Even when large firms use outsourcing, spinoffs, labour hire or franchises to avoid accountability, in the end the workers in those firms are usually hired as employees, because that’s the only way even peripheral capital can maintain the necessary control over labour. The causes of the limits to the spread of market relations into every sphere of life are two-fold: resistance by workers, civil society and the state—what Polanyi called the ‘double movement’ involving marketisation and push-back—and the internal logic of capital itself.

The latest developments in work-related technology, in the form of online or mobile ‘gig’ platforms, provide an opportunity to get around this lacuna by creating a new form of control: control via the rating and tracking systems of the ‘app’ rather than control via a human supervisor. But even this has its limits, as this form of control is not a perfect substitute for human supervision, and even if it was it runs up against resistance arising
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from that contradiction: between having very low labour costs and having a product with the quality that the market will accept. Hence many platform firms fail to make a profit, and some go bust.

That conflict between lowering labour costs and maintaining product quality and workforce stability is not unique to the platform economy, of course. Throughout the economy, workers resist reductions in pay and conditions and, where conditions facilitate it, often act collectively to improve them. Institutional changes driven by financialisation and neoliberal frameworks have reduced opportunities for collective mobilisation and hence reduced union density, though the actions of individual unions also influence the extent of decline or revival of unionism.

The past and future development of the system is based on, and creates, great inequalities. The most obvious inequalities are of class, as our mode of production is based on class divisions, but there are other important inequalities as well. Prominent among them are gender inequalities. While these have origins in the gendered household division of labour, the evolution of the economic system has reinforced some and created new ones, with gaps in pay between men and women doing similar jobs or between male-dominated and female-dominated occupations that otherwise generate similar economic value. Various devices (including ‘merit’-based selection and sex-based harassment) are used to exclude women from positions of power. In recent decades some factors have reduced gender gaps—particularly more progressive values that in turn are reflected in less regulatory tolerance of unequal treatment—but other factors have worked in the opposite direction: reduced external regulation, through neo-liberalism, and changing norms about what sort of behaviour is acceptable. ‘Race’ and ethnicity have been used to segregate vulnerable people into the lowest-paid jobs in an economy and to often render them liable to exploitation through payment of low wages or provision of conditions below regulated minimums.

If we cannot predict with accuracy what changes will flow from developments in technology, we can predict, with some uncertainty as to the details, what will happen if nothing changes—most obviously, with the state of the planet. Absent changes in direction, global warming will bring about catastrophic changes to the environment. Anticipating
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this, research and development focuses on ameliorative technologies with the effect of changing the relative prices and returns on particular investments—for example, new coal-fuelled energy is no longer economic compared to renewable energy. Some types of work will become more difficult, some redundant, some newly attractive. It is unlikely, however, that these changes will be sufficient to prevent catastrophic change unless and until the costs of externalities are effectively priced into production decisions, and other state interventions are likely to be essential.

### Potential futures

It would seem there are several potential futures that we could face.

#### Neo-democracy

One potential future is a more egalitarian one: a new ‘social democratic’ or ‘democratic socialist’ future, characterised by a resurgence of labour, reduced inequality and more extensive and new forms of regulation offsetting the failures of neo-liberal approaches. Those new forms of regulation might include some of the more recent, innovative approaches referred to in Chapter 10. Resistance happens, and choices are made. We have already seen how employees want voice at work and they want power to exercise some control over their working lives. Employees learn to cope with or resist insecurity in their jobs and in their pay through unorganised or organised means. Unions have sought to reorganise themselves, devoting more resources to the workplace and sometimes to the formal and informal training of delegates, and greater internal democracy, with varying degrees of enthusiasm and success.16

We may see new ways of doing things and of thinking about things: a new vision and new approaches to policy. Unions, other social movements representing women, the underprivileged, community groups and the environment, and intellectuals could be drawn together into a major conversation aimed at developing, articulating and implementing a new vision. In Australia, for example, the almost forgotten Accord between unions and the government of the 1980s was many things, some of which are now irrelevant, but most importantly it was an alternative vision of
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the economy, a challenge to the liberal market orthodoxy of government departments of the day. These days, the prominence given to Thomas Piketty’s *Capital in the 21st Century*\(^{17}\) is not so much a reflection of a great new revelation as it is a reflection of the way the book ‘suits the mood of the times’.\(^{18}\)

Exactly what that more egalitarian, neo-democratic world would look like is hard to say, but later in this chapter I provide some ideas. From the historical examples we have seen so far it would be more like Norway than New Zealand, more like Scandinavia than the Soviet Union. That is, in order to be sustainable it would have both a high level of democracy and a high level of state involvement in the economy, avoiding both the discredited market extremism of 1980s New Zealand and the discredited totalitarian centralism of the former Eastern Bloc countries.

**Neo-neoliberalism**

A second future may appear to be an even more market-based system than exists at present, characterised by further state retreats from markets and greater embeddedness of market ideals into each aspect of human activity, as ostensibly advocated by many political parties, lobbyists and think-tanks—a new (‘neo’) neo-liberalism. The hegemony of neo-liberalism seems incompatible with survival of the planet in its present form. However, there is no doubt that neo-liberalism has been resilient in the face of challenges. When the global financial crisis pushed millions out of work globally, the rationale for market liberal policies was demolished. The opaqueness of complex multilayered financial instruments, and the perverse incentives created by reward systems in the finance sector, both results of financialisation, directly created the crisis. Governments and central banks in Europe, the USA and Australia were forced to rescue financial institutions from their own folly. As economist John Quiggin pointed out, the credibility of the economic theories underpinning these policies was destroyed.\(^{19}\)

---

Yet the ideas persisted. Remarkably, within two years Europe was plunged into a new crisis—a crisis of austerity politics—as enthusiasts for market liberal ideas successfully persuaded policy-makers that governments, not banks, were to blame and that workers, not the beneficiaries, needed to endure years of austerity to pay for the fiscal mess that others had created. But does it follow that neo-liberalism will maintain its hegemony in public policy circles? We must wonder whether ‘free’ markets are themselves just a passing phase, as markets become replaced by monopoly capital. The tendency for capital to seek concentration of markets has been noted by writers since Marx and can be seen in the increasing concentration within industries over the past quarter century. The emergence of digital technology has enabled the concentration of retailing in the hands of Amazon whose owner was, at the time of writing, the richest man in the world, despite substantial losses for Amazon in early years. Amazon is, in many ways, replacing the market, as a single website becomes the mechanism by which an increasing number of consumers conduct most of their shopping. The localised interplay between supply and demand becomes replaced by the decisions of Amazon administrators to give or decline prominence in online listings to particular suppliers, on the basis of whatever criteria Amazon determines at the time.

Similarly, it is hard to explain the actions of Uber’s investors in continuing to finance a firm that has made billions of dollars in losses, if we see it as simply a firm engaged in a marketplace for rideshare services. Those

---


21 See Chapter 6.


In conclusion—on realities and futures outside the workplace

Loss-making investments would be warranted, however, if Uber were to ultimately become a monopoly platform for transport services, replacing taxis and short-haul bus services, and integrated into previously existing train or subway services with which it enters into joint ventures that provide a quarantined revenue stream to Uber. That is, the future of Uber is that of monopoly capital, not of a competing market participant. A free market–driven future seems a mirage, not a genuine option.

Indeed, the idea of a market liberal ideal has never been truly realised and likely never will be. The closest any nation-state has come to it was probably the USA in the late twentieth century, under Reagan, Bush and Bush Jnr, but even then there were many market imperfections and instances of intervention and authoritarian behaviour by the state. And it led, of course, to the very illiberal Trump regime. Indeed, the success of the 2016 Trump campaign and, in the same year, of the Brexit campaign, both point to popular rejection of neo-liberal claims to prosperity and the political consequences of working-class reaction to their failure. This is not to say that neo-liberalism ever held popular sway—opinion polls have long held several tenets of neo-liberalism to be unpopular—but now that unpopularity has demonstrable political consequences. Yet the reaction to market neo-liberalism has not led to a resurgence of social democracy. Indeed, social democratic parties in many countries have been in decline over the past two decades, perhaps because their embrace of some aspects of market neo-liberalism has prevented them from offering an adequate critique and allowed them to be at least partly blamed for the problems that have followed.

Instead, the political beneficiaries in many countries of the failure of neo-liberalism have been the extreme right. Brexit was championed by the xenophobic UK Independence Party and gave the latter a legitimacy it never previously enjoyed. Trump’s election has seen some far-right figures move into his circle of advisers (at least on a visiting basis) and the re-energising of far-right groups. Far-right parties in national elections in

---

27 Sara Salinas, ‘Uber and Lyft Are Racing to Own Every Mode of Transportation—They’re Getting Close’. MSNBC Tech, 9 June 2018.
28 Quiggin, Zombie Economics.
29 See Chapter 1.
Europe have achieved votes not seen since World War II.\textsuperscript{30} Totalitarian tendencies can be seen in governments in countries such as India, the Philippines, Turkey, Egypt, Brazil, Russia, Hungary, Poland and even Japan.\textsuperscript{31} The future portends no neo-neoliberal hegemony.

**Neo-totalitarianism**

The third potential scenario, then, is of a more totalitarian future, in which inequality is increased, ruling elites are strengthened and suppression of dissent is intensified. It is a spectre of which American sociologist William Robinson warns us.\textsuperscript{32} There is no doubt that developments in technology would enhance the potential for state surveillance in such a society. The social futures that we were warned about in *Nineteen Eighty-Four* and *The Handmaid’s Tale* are feasible manifestations of this scenario. Inside the workplace, the more immediate future depicted in *The Circle* may be the sugar coating we need to enable the system to reproduce itself; or it just might be a transitory phase to the longer-term misery of *Nineteen Eighty-Four* and *The Handmaid’s Tale*.\textsuperscript{33} This third scenario seems much more likely than a market ascendancy, because of the very apparent failures of market liberalism and the already evident political manifestations of that failure.

The Trump years were characterised by extensive repudiations of market policies, alongside redistribution to the rich and entrenchment of the power of those already with power. The policies were enthusiastically endorsed by almost all congressional members and most members and supporters of the previously free-market Republican Party. While at the time of writing the prospects for Trump being re-elected seemed less than even, the remarkable thing was that, despite everything that he did in his first two years in office, his approval level through this period bounced


\[\text{31} \text{ Postel-Vinay, ‘How Neo-Nationalism Went Global’}.\]


\[\text{33} \text{ See Chapter 3 of this book.} \]
around about two-fifths of voters. While this was one of the poorest approval ratings for first-term modern presidents, none others had behaved in ways that remotely resembled Trump.

I must confess that I was personally surprised by what happened in the Trump years in the USA: not by the behaviour of Trump himself, which could be predicted by his behaviour before being elected, but by the lack of resistance to his approach from within the Republican Party once he became President (and indeed, once he became the official campaign nominee). Seeming adherents to free-market beliefs enthusiastically endorsed or occasionally quietly acquiesced to his regime. On the surface, Trump’s mainstream Republican supporters appear to be demonstrating what Orwell in Nineteen Eighty-Four called doublethink—the power to simultaneously hold two contradictory views. It is slightly more complicated than that, as the rationalising of support for Trump appears to mean that the contradiction is resolved, but in a way that we might not, as rational beings, have expected.

Leon Festinger and colleagues came up with a term to describe the process a decade after Nineteen Eighty-Four was published: cognitive dissonance. This was first observed in the 1950s, when researchers infiltrated a group of doomsday cultists. The researchers were curious to know how the cultists would react when the world did not end on the anointed doomsday. But instead of rethinking their beliefs as they waited on that hilltop, the cultists rationalised the non-end of the world in ways that were consistent with their cult’s beliefs (God has saved the world because we did those things He wanted us to do). If anything, their adherence to the cult’s belief system was strengthened. The conflict between their belief system and reality was resolved by reinterpreting reality. It is the sort of process we see Mae go through in The Circle, whereby her initial objections to invasions of privacy by the corporation are overwhelmed by her support for the objectives of the corporation, in which she has a job that she enjoys immensely. The contradiction between her concern for privacy and her support for the organisation that provides her job was eventually resolved in favour of the latter.

In being surprised by the persistence of support for Trump in the face of his actual behaviour, I had failed to appreciate the strength of cognitive dissonance. To many Republican identifiers, Trump represented conflicts between several of their beliefs. This was resolved by either recasting some of those beliefs, with less important values subordinated to priority values, or reinterpreting what had happened. Thus ‘pussy-grabbing’ was mere locker-room talk, free-market ideals became the disparaged techniques of ‘elites’ from the Washington ‘swamp’, and Trump’s regular lies (averaging 15 per day in 2018)\(^{36}\) were accepted as truths. Any principles regarding the importance of free markets, gender equity, democracy, ethics or honesty were subordinated to values relating in one way or another to the importance of power and entitlements for those with whom Republican voters identified. If a new conflict arose—some new revelation that commentators thought finally signalled the end for Trump—his supporters would almost instinctively dismiss it, not unlike the process of \textit{crimestop} described by Orwell that prevented heretical thoughts from being held. While much has been made of Trump’s alleged appeal to white working-class males, this group was arithmetically less important in his total support than the ‘traditional’ Republican voters whom Trump mostly retained: the average income of 2016 Trump voters was higher than that of Clinton voters.\(^{38}\) For those who recast their subordinate values and perceptions of reality along these lines, a stream of falsehoods creates an alternative reality—a postmodern, parallel universe—that seems to bear no relation to actual reality. Unfortunately, this parallel universe has little room for a sustainable planet earth in its future.

The fragility of democracy

Some time after Margaret Atwood wrote \textit{The Handmaid’s Tale}, she said she did it as a warning of what might happen, not as a prediction of what would happen. Yet in women’s marches in the USA, some groups of women have adopted the garments and mannerisms (head bowed,}


disengaged) of the handmaids as a protest against the sorts of policies they see the Trump administration pursuing regarding women. The making of the TV series, 30 years after the book was written, was probably accidental in its timing but was seized upon as very prescient by opponents of the administration. That book’s depiction of the advances of women in the 1960s and 1970s as being fragile while women remained excluded from positions of power remains relevant, especially as women’s share of elected national representatives in the US Republican Party or the Liberal Party of Australia has barely improved in decades.40

We like to think of democratic principles as being part of the logic of humanity, and democratic governance as the manifestation of higher civilisation. No democratic country, we are sometimes told, has ever gone to war with another democratic country—though that claim relies entirely on very restrictive definitions of both democracy and war.41 But it is not just in the USA that political behaviour makes us question whether democratic ideals are supreme. Governments described by various observers as ‘extreme right’ or ‘fascistic’ were elected (not installed by military juntas) in the late 2010s in countries such as Brazil, Hungary, Poland and the Philippines. Although large-scale migrations have been blamed by some for a shift ‘to the right’ in Europe—and such migrations are something we will see more of in the future, due to climate change—this hardly explains developments in Poland or Hungary, where there were comparatively few migrants and very few Moslems at the time of writing,42 let alone the Philippines or Brazil.43


41 James Lee Ray, ‘Wars between Democracies: Rare or Nonexistent?’. International Interactions 18, no. 3 (1993): 251–76.


43 Travis Waldron, ‘Brazil Is About to Show the World How a Modern Democracy Collapses’. Huffington Post, 1 January 2019, www.huffingtonpost.com/entry/brazil-jair-bolsonaro-democracy-threat_us_5c2a30c5e4b08aaf7a929cbb.
A common element in all far-right successes, however, is the ability to blame ‘the other’ for ills, most of which ultimately arise from the perverse operation of capitalism. The ‘other’ might be migrants, but they might also be Jews, blacks, Moslems, poor people, or some other existing or imaginary group that constitutes a minority in the country concerned. Fear can be not only beneficial for some politicians but has also been a profitable business model for some media.44 An ‘in’ group that is persuaded to see itself under siege (say, because of a declining share of the population) may seek to protect the status quo in any way possible, reverting to ‘traditional’ behaviour or norms, and feel more negatively toward the ‘other’.45 Thus Lukes referred to ‘identity-related’ or ‘recognitional’ domination, where the dominant group ‘in control of the means of interpretation and communication, project their own experience and culture as the norm, rendering invisible the perspective of those they dominate, while simultaneously stereotyping them and making them out as “other”’.46 Yale philosopher Jason Staney explains how ‘fascist politics is about identifying enemies, appealing to the in-group (usually the majority group), and smashing truth and replacing it with power’.47

Parts of the ‘other’ are reimagined to become an elite that really controls things—hence conspiracy theories abound on the right.48 This acts to obscure the role of the ruling class. Even people at the core of the ruling class (like Trump himself) become defined as outside the ‘elite’ and excoriate the redefined elite for their corruption of society. The real or alleged existence of corruption in a previous regime is usually a key part of a fascist strategy, and used to justify radical measures and the weakening or destruction of institutions that protected democracy. Earlier incidents of corruption or violence make it easier to justify widespread violence by the new state. So an authoritarian future may be one in which

44 Mayer, ‘Fox News White House’.
domination is achieved initially through seemingly market or democratic means. Democratic rhetoric may then be used to justify antidemocratic intrusions into dissenting groups (as was said in *The Circle*: ‘if you aren’t transparent, what are you hiding?’), just as the rhetoric of fighting corruption may be used now by those who are themselves corrupt. As dissenting voices—inside the corporation or through the body politic—are increasingly delegitimised and excluded, the capacity for immiseration of those at the bottom increases.

In modern far-right movements, misogyny is a core element, as women, particularly ‘feminists’, are part of the ‘other’. Antifeminist trolling, usually far better organised than observers believe, is a persistent feature of right-wing online activity. But in most scenarios, a violent attack on half the population, challenging the loyalties of all men in heterosexual relationships, would be unsustainable. Hence other ‘others’—nonwhites of varying types—must be identified to recruit women, albeit always in minority, to the crusade, so that disrespect towards women can be dismissed as ‘locker room talk’ and overcome by cognitive dissonance. A counter-scenario is the one posited in *The Handmaid’s Tale*, in which women are targeted for subjugation but in which, critically, only a subset—feminists, abortionists and the like—are victimised as the ‘other’, the elite that secretly controlled things and had to be violently suppressed (including through executions). Although this depiction was more ambitious than most modern fascist movements, elements of this scenario (the subjugation of women) were played out in the period after the Iranian revolution of the 1970s. It evokes substantial resistance; whether that is enough to emulate the fictional fall of Gilead is unknown.

In *Nineteen Eighty-Four* and, to a lesser extent *The Handmaid’s Tale*, state power is maintained by a combination of state violence and sophisticated, coordinated systems of surveillance and ideological reproduction that together constitute hegemonic control. By contrast, Trump’s America showed a distinct lack of coordination or sophistication. Nor would any future quasi-fascist state be dependent on high coordination or

52 Ibid.
sophistication. It would instead rely on the weaknesses of human character that allow oppressive regimes to be built and prosper in the first place. We see this most clearly in The Circle’s depiction of cognitive processes that were foreshadowed over half a century earlier in Nineteen Eighty-Four’s concept of doublethink. And unlike in Nineteen Eighty-Four and The Handmaid’s Tale, the people in charge of The Circle are not, by and large, malevolent or sinister megalomaniacs; they are just mostly people who think they are doing the right thing and progressing ever forwards, but without any dissenting checks or balances against them. One is reminded again, as per Hannah Arendt half a century ago, of the banality of evil.53

While the surveillance regimes in Orwell’s Oceania are what commentators most commonly allude to, rightly, when warning of state infringements of civil liberties, and the violence of the Ministry of Love is what disturbs us most after seeing a movie or play of Orwell’s work, it is Orwell’s depictions of the fallibilities of human psychology in the face of a consensus that brooks no dissent that should sound the loudest warnings as we contemplate the future. In the context of force plus hegemony that Gramsci talks of,54 our focus should be on what happens to both, but ultimately hegemony is the more powerful tool.

If the state in the future may not be the coordinated, sophisticated monolith of Nineteen Eighty-Four or The Handmaid’s Tale (albeit with access to very advanced technology that could enable widespread surveillance), the same need not be true of future corporations—or at least some of them. ‘Tech giants’ increasingly dominate the corporate world and The Circle paints a grim view of the way coordination, technology and culturism combine in that corporation of the near future. It is a world in which employees are both happy and complicit in their own subjugation, in which dissent is performance-managed out of the organisation, much as depicted for the real world by Diane Van den Broek and Hugh Willmott over two decades ago.55

If policy-makers do not overcome the divisive forces of modern capitalism, one cannot rule out a violent revolt—but on the basis of what we have seen so far, it seems more likely to be a revolt of the far-right than the far-left. The violent demonstrations of the 2010s decade were mostly demonstrations of the right, not the left. That is why I have given scant attention here to a theoretically fourth alternative future: that of a revolution-driven socialist world. It seems the least probable of any of the outcomes discussed here. While large-scale demonstrations or mobilisations might become part of some neo-democratic political movement and transition, large-scale violence would favour the opposite side.

In the end, it is probably one of two worlds that the Sliding Doors of our current choices will eventually open up to: a more egalitarian, neo-democratic one; or an eventually neo-totalitarian one in which the rich prosper at the expense of the rest of the population—possibly (but not with certainty) able to insulate themselves, and only themselves, from the worst effects of catastrophic climate change, transferring the most serious risk in history to the rest of the populace. The space I have devoted here to the neo-totalitarian possibility should not be seen as indicating it is inevitable. It is certainly possible to develop more equal, democratic societies than we presently have. The huge differences in the levels of inequality and other social pathologies between the Scandinavian countries and the Anglophone ones, epitomised by the USA, illustrate the wide range of possibilities that exist—and these are not the only possibilities. What they show is that nothing is inevitable, be it in technology or social organisation. If social and political outcomes were inevitable, every country now would have the same system of government and the same social order, but in practice they differ widely.

---

An agenda for a liveable future

What, then, are the characteristics of the alternative to authoritarianism, of more equal, ethical and democratic societies in which a feasible and liveable world of work could exist? To be precise, what are the policy choices that need to be made? In Chapter 10, I have already mentioned three innovative angles that can and need to be taken to policy issues in the face of the changing world of work. Here, I discuss some more.

An ethical economy and polity

The institutions that promote democracy need defending, and faux democratic rationales for undermining citizen protections need to be resisted. Ethical considerations should be built into the design of society, of technology (no easy feat) and of the processes of decision-making—something that has already been canvassed here regarding several areas.57 Is it really ethical that a particular process or outcome is in place? This is not the same as giving ‘equal time’ or ‘equal space’ to good and evil, in much the same way as many media currently provide ‘false balance’ by giving a platform to those who deny the scientific reality of climate change.58 Nor is it the same as ‘cooperating’ with the powerful after a long period in which they have failed to cooperate with the weak—for example, by ‘stacking’ ostensibly independent institutions with their own acolytes. Game theory tells us that continuing to cooperate, when the other side does not cooperate, merely reinforces the strength of the other side, and that the only feasible way to avoid ‘the suckers’ play’ is to abandon such cooperation (until the other side credibly agrees to cooperate).59

Still, there is an important difference between not providing additional platforms for those who hold power, and suppressing those without power. Often, however, the distinction is lost. It is too easy for progressive governments to slide into repression, perhaps genuinely seeing or, at a minimum, widely portraying the other side as the ‘elite’, and using that

57 See Chapter 9 and ‘Technology and ethics’ near the end of Chapter 4.
to rationalise its own excesses. Avoiding ‘false balance’ does not prevent that from happening. What is required are institutional arrangements that actively prevent slides into authoritarianism from occurring.

These include methods of genuinely separating powers, of giving elected parliaments supremacy over Executives (presidents, prime ministers, and ministers of state),60 of ensuring continued democratic input into decisions, of limiting donations to election campaigns, of tight auditing and guaranteeing those in positions of power do not financially benefit from any decisions they make, and of placing irrevocable limits on the terms of people in positions of power in an Executive—terms that should be quite short. One- or two-year terms for any Executive would meet these requirements, but would leave much power in the hands of the bureaucratic experts reporting to the Executive. Tim Dunlop’s radical solution—sortition (randomly selecting citizens to serve on a rotating Executive for short terms)—needs consideration.61 Short of that, however, parliamentary systems that have genuinely open elections and have vigorous constraints on the potential for representatives to lose their idealism and be ‘bought’ by well-resourced interests, as per the intent of the above ideas, are essential. Restrictions on the number of terms served should apply to members of parliament, though terms themselves (i.e. the periods between elections) also need to be fairly short—contrary to the frequently expressed wishes of politicians and bureaucrats themselves, who see long terms and sparse elections as necessary to ensure ‘serious’ policy can be made, to be swamped or otherwise forgotten at the next election.62 Neo-liberal and progressive politicians both pine for longer terms to enable their reform vision to be implemented, each ignoring the capacity of the other side to do so and the diminution of democracy that follows.

60 A large study showed that presidential regimes are associated with less favourable economic outcomes, including worse inequality, than parliamentary regimes—likely reflecting the different ways parliamentary and presidential systems shape how competing interests are reflected in institutions. Richard McManus and Gulcin Ozkan, ‘Who Does Better for the Economy? Presidents versus Parliamentary Democracies’. Public Choice 176, no. 6 (2018): 361–87.
Technology for the public good

Often the people who are in the best position to regulate specific technologies are the people directly affected. So consultation rights on the introduction of technology at work are important, as is establishing, reinstating or strengthening employees’ ability to genuinely negotiate. This would force employers to consider the social implications of their actions. But it would not kill progress. Most employees are cluey enough to know that it is not a good idea to make their own organisation uncompetitive. In German manufacturing, where employees have an institutionalised say in the introduction of technological change through works councils, it appears that ‘exposure’ to robots is associated with an increased probability that an employee will keep their job.63 And the better are opportunities for retraining and redeployment, including through public agencies, the greater will be employee acceptance of new technology.

In addition, protections for employees, and for citizens, against surveillance need strength and codification. While in general there are advantages to the state being neutral on the choice of technology for productivity advances, the state has a major role in ensuring that technologies do not have adverse consequences for people. Government innovation policy can have a large impact, especially in smaller economies.64 We should not pretend that the state has no role in enabling productivity-enhancing technology: you might still be communicating through a phone tethered to a wall with copper wire if it were not for state-funded advances in technology.65

While we need to control technological futures, some commonly discussed policies may do more harm than good. This especially applies to generic solutions that assign to technology, such as the ‘robot tax’ some talk about, which might be used to fund adjustment packages or

64 Roy Green and Göran Roos, Australia’s Manufacturing Future (Canberra: Discussion paper prepared for the Prime Minister’s Manufacturing Taskforce, 2012).
other policies aimed at ameliorating the effects of technological change.\footnote{Malcolm James, ‘Could Bill Gates’ Plan to Tax Robots Really Lead to a Brighter Future for All?’. \textit{The Conversation}, 10 March 2017, theconversation.com/could-bill-gates-plan-to-tax-robots-really-lead-to-a-brighter-future-for-all-73395.}

A robot tax would simply increase the labour intensity of production at the margins and lower productivity growth. It would not fundamentally affect who benefited from or who controlled technology. It is possibly the worst proposed response.

That does not mean funds need not be raised. But value attributed to robots is no more valid a source of state revenue than value from other sources. It is indeed very important to put resources, and lots of them, into reskilling and retraining workers. There will be large numbers of workers who will be made redundant from existing industries, and experience tells us they will find it hard to get a new job—this is especially the case for older workers, who often face discrimination in seeking reemployment. Since much of technical education and training in Australia has been essentially privatised, with sometimes disastrous consequences, effectively regearing for reskilling this would actually require quite a lot of effort from government there. Australia in particular has not done it properly in the past, and recommendations in the 1990s to develop or implement even a code of practice on labour adjustment were not seriously pursued.\footnote{John Buchanan et al., \textit{Facing Retrenchments: Strategies and Alternatives for Enterprises} (Canberra: Department of Education, Employment and Training, 1992). In the context of Accord VII some work in this regard was commenced by the Office of Labour Market Adjustment and the Department of Industrial Relations, but it was set aside during political controversy surrounding unrelated legislation on unfair dismissals.}

There is a strong geographic dimension to this. Whole regions will be affected by the loss of jobs while the new jobs will often be elsewhere. Substantial resources need to go to these regions to stop people there from being those who pay for others’ rising living standards. This will be a huge task for regions that are not part of major urban centres. It adds a regional aspect to any state innovation policy.

\textbf{Rethinking revenue}

If general revenue does not provide enough resources, then there are other options—better than a robot tax—that, instead of penalising new technology, could be used to redistribute income. Some have been canvassed in contemporary political debate, such as (in Australia) ending
‘negative gearing’, removing the discount for capital gains tax or even amending marginal tax rates. In almost all countries, the top marginal tax rates (i.e. the tax paid on additional income by the highest income earners) were higher in earlier decades than they are now. Low marginal tax rates for top executives not only widen inequality in their own right, they also increase the returns to rent-seekers who cut pay and conditions. Other ideas receive less discussion, such as inheritance taxes. These currently operate in 16 OECD countries and once existed throughout Australia until Queensland Premier Joh Bjelke-Petersen abolished them; he was quickly followed by the other states, fearful of people moving to Queensland to die, and, inexplicably, by the Commonwealth. Yet one estimate is that, over the quarter century to 2050, $30 trillion will be passed on as inheritances in the USA. Small wonder that advisers to wealth managers, if not governments, recognise that ‘the scale of [this] transfer … raises the stakes significantly’.

Other options include reviving taxation of net wealth (inheritance taxes are a subset of this), which in the early 1990s was being taxed in a dozen OECD countries, but now only in three. Wealth is not presently taxed in Australia (despite positive opinion-poll results, when it has been tested) or the USA (where it is currently popular and political candidates have started to support it). Taxing net total wealth is more efficient and equitable, and potentially raises much more revenue, than taxing gross...

---

68 Enabling owners of rental properties to obtain deductions against tax on other income for interest costs on borrowings associated with the rental properties.
69 Allowing part of a capital gain in buying then selling a property to be ignored for taxation purposes.
75 In 1984 a wealth tax had been more popular in Australian opinion polling than the capital gains tax that subsequently was introduced. Bulletin, 4 December 1984, 25.
land wealth, which persists in many countries.\(^{77}\) While there are issues of evasion of total wealth taxes, natural experimental data suggest ways to minimise this.\(^{78}\) Another option, if enough countries can cooperate, is a ‘Tobin tax’ on financial transactions, which would raise potentially significant revenue and/or reduce volatility in financial markets.\(^{79}\)

There are certainly valid arguments for a more generously redistributive tax-transfer system. Thomas Piketty is likely correct in arguing that the great increase in inequality from the late twentieth century, in particular through the increased share going to the very wealthy at the expense of the rest of society, originated with the reduction in top marginal tax rates.\(^{80}\) Globally, there is widespread agreement (except by those who benefit from the status quo) of the need to take concerted collective action to seriously attack enrichment of the wealthy through tax havens.\(^{81}\) Credible threats, let alone actions, in this area have a genuine impact on revenue.\(^{82}\) The ‘Overton window’—the range of feasible policy options evident at a particular time—has been shifting back towards such policies for some time, with recent evidence suggesting wide support for such measures.\(^{83}\)

**Expenditure for the common wealth**

The money that could be raised by such mechanisms is more than would be needed for labour retraining, but more is needed for other reasons. Branko Milanovic rightly argues for widespread, accessible quality

\(^{77}\) In Australia, these exist as local government ‘rates’. Sandbu, ‘Curious Case’; Martin Sandbu, ‘The Wonderful World of Net Wealth Taxes (Where They Still Exist)’. Financial Times, 8 February 2019, www.ft.com/content/c8437204-2adb-11e9-a5ab-ff8ef2b976c7?sharetype=blocked.
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\(^{83}\) Yglesias, ‘Taxing the Rich’.
education, as it makes high-skilled labour more plentiful and reduces income gaps between skilled and unskilled labour. He contrasts it to the current opposite trend of ever-stronger private education.  

Many argue for a universal basic income (UBI), which would provide a living income to everyone in society, regardless of whether or not they were working or even looking for work. There is a lot to be said for this policy, and some jurisdictions have experimented with various limited versions of it. Official evaluation of the Finnish UBI experiment indicates that it does not have adverse effects on employment or employment incentives, but it does improve health and wellbeing outcomes. However, to be effective as a basic income, it could be very expensive. If set at a level that was high enough to provide a good level of income, it would require a level of taxes that was, on average, above what most taxpayers (or at least, most politicians) are presently willing to accept, and if set at a level that was ‘affordable’ it would likely be either too low to provide a decent income or simply substitute for existing welfare programs. The bigger problem, though, is that in itself this does not deal with the inequality problem or the structural adjustment problem that are at the heart of ensuring the benefits of new technology do not lead to net job destruction. A UBI alone would not stop the remarkable growth in incomes at the very top of society that led to Citigroup economists claiming that the spending behaviour of the rich ‘overwhelms that of the “average” consumer’, nor the underinvestment in structural adjustment, which between them would stop an adequate level of new job-creation from occurring. In other words, an adequate response to the employment and distributional problems arising from future technologies requires means of redistributing income and wealth away from the richest, which requires consideration of the taxation side of the ledger. A UBI may

well be a good idea, but not because of the robots. As it would not, in itself, solve the problem of workers and low-income earners having too little power, it cannot be seen as the overarching solution to problems of inequality. If designed in certain ways, though, it could redress poverty and the financial and physical ill health brought about by underemployment, precarious employment, unemployment and administratively forced employment.

At the same time, useless or counterproductive expenditures must be stopped. The International Monetary Fund (a major neo-liberal institution) estimated energy subsidies at an enormous 6.5 per cent of global GDP in 2015. That said, the bulk of these subsidies come not from financial transfers, or from tax concessions (though both these are significant) but from failing to properly charge for the environmental damage (air pollution and global warming, but also congestion and accidents) that is caused by the activities. In places like Australia, these subsidies represent several times expenditure on matters like early childhood education and care. As the IMF points out, this ‘crowd[s] out … potentially productive public spending (for example, on health, education, and infrastructure)’ creating ‘a drag on economic growth’ and ‘premature deaths’ while ‘most of the benefits from energy subsidies are typically captured by rich households’.

Organisational misbehaviour

Alongside rethinking the regulatory arrangements for technology, we should seriously reconsider the legal privileges afforded the owners and beneficiaries of capital through use of the corporate veil. In particular, crimes committed by corporations typically lead only to fines, despite high rates of recidivism among corporate criminals. Unless engaged in fraud, hardly any CEOs or directors ever go to jail or face other personal punishment for misdeeds conducted under their direct or implied
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92 Coady et al., Energy Subsidies, 4.
94 An exception, in a small number of jurisdictions, is where directors can be held personally responsible for egregious corporate breaches of occupational health and safety laws.
instruction, in part because of reluctance by corporate regulators,95 while whistleblowers are harassed into submission.96 This in turn skew financial incentives, as the disincentives to breaking the law are minimised while the incentives in place favour self-aggrandisement by CEOs and directors.97 Lawbreaking enables ‘accumulation by dispossession’98 and this in turn increases pressure on other corporate executives to compete by cutting labour conditions faster and further and to set aside any concerns about sustainability. Australian sociologist Andrew Hopkins has suggested that we ‘hold top executives and even directors personally and criminally liable when companies fail to take proper account of the interests of consumers, customers, and employees’.99 Although made in the context of widespread misbehaviour by local banks in the period after the global financial crisis, this proposal has broader applicability. Rethinking punishments for corporate misbehaviour is part of a broader project of rethinking the privileges that are given to the corporation.100 This also frequently requires rethinking the institutional arrangements for regulating corporate behaviour. Boosting the powers of ineffectual institutions may not make any difference if their ineffectiveness is due to industry capture; better (as with some labour compliance institutions) to start again.101

State inhibitions on market concentration have faltered since the great antitrust legislation of the USA in the early twentieth century, and these must be revived if citizen power is to have any chance or if worker-cooperatives (as an alternative to capitalist work organisation) are to have any prospects. When Frank Pasquale said, ‘Imagine, say, the merger of

100 Bakan, *Corporation*.
101 Vogel uses the concept of ‘deregulatory capture’ to describe the success of the finance industry in achieving deregulation. Steven K. Vogel, ‘Rethinking Stigler’s Theory of Regulation: Regulatory Capture or Deregulatory Capture?’. *Pro-Market* 2018, promarket.org/rethinking-stiglers-theory-regulation-regulatory-capture-deregulatory-capture/.
Microsoft, Apple, Google, and Amazon into one huge company (MAGA), ready to convert the last remnants of the sharing economy into a “taking economy.” Such a firm could exercise enormous power: with unprecedented access to consumers, it would be a must-have marketplace, and could use this powerful position to drive very hard bargains with companies. He was inadvertently talking about the world envisaged in *The Circle*. But he was also alluding to the huge advantages monopoly capital already possesses in the country that produced Trumpism and celebrated its slogans. There can be a symbiotic relationship between concentrating political and economic power. Powerful governments grant concessions to large corporations that increase the latter’s power and they, in turn, provide donations and political support to entrench the position of their allies in government, or even jobs for them after they leave government.

In the end, even a seemingly democratically elected government may do nothing to constrain monopoly power, regardless of whether part of it wishes to. This was very much the world of *The Circle*. The potential for gaining profit through the exercise of monopoly power should not be underestimated. The mass of value obtained from all activities is more important to a corporation than the rate at which it is extracted from one worker.

We also need to develop responses to the great freedoms that have been given to financial capital over the past three-plus decades in most industrialised countries. They have clearly helped shift the balance of power in the economy, and the global financial crisis demonstrated that they have not produced net benefits for society. It may seem slightly removed to be talking about regulating the financial sector in response to issues about the future of work; but the key issues about the future of work more concern inequality and power than simply displacement by technology (the latter being a function of inequality and power). Addressing the role of finance is central to addressing inequalities of power. Clearly, more ambitious changes are needed than the piecemeal
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reforms that have been considered to date. For example, financial markets themselves were extremely pleased with the relatively small impact on profits likely to arise from the recommendations of a Royal Commission into misconduct in the sector in Australia, despite numerous revelations of extraordinary corporate misbehaviour.105

Laws for the workplace

In the workplace, it is easy to get distracted by technological determinism or by talk of the rise of the ‘gig economy’ or the disappearance of work. But work will continue, people will be employed (to the extent that education and resources are deployed to cope with restructuring) and the employment relationship will persist. So, too, if we do not address it, will the power imbalance in workplaces between labour and capital and the consequences that has for work.106 The danger technology poses to workers through increased algorithmic management and ‘not there’ employment is arguably greater than the danger of technological job loss.107 Much of that must be addressed by broader social and economic policies, as mentioned, but some relates to the specific workplace factors that influence workers’ power.

There are changes in several countries needed to the legal and institutional framework for bargaining that affect workers’ ability to gain from higher productivity. In Australia, such changes are probably needed more than in most other countries, given the extent of imbalance in the framework in the 2010s; these include enabling multiemployer bargaining, reforming procedures for terminating agreements and industrial action, and indeed reforming the concept of the right to take collective action.108 Australia clearly needs a new approach to the enforcement of minimum standards, as discussed in Chapter 10. In all countries, core capital—be it in the

105 *Crikey* reported that, in early trading after the release of the Commission’s report, the value of NAB shares rose 3.5 per cent, while ‘Commonwealth Bank shares rose 4% … and ANZ’s 5%. Westpac rose nearly 6%, AMP surged 8% and IOOF 10.’ Glenn Dyer and Bernard Keane, ‘Investors Give Banks a Tick in Wake of Royal Commission’. *Crikey*, 5 February 2019.

106 Referred to by Paul Thompson as not the ‘bullshit jobs’ but ‘the bullshit in the jobs (the insecure contracts, the excessive work demands)’. Paul Thompson, ‘If There Are So Many “Bullshit Jobs”, Should Labour Fight for the Future of Work?’. *Labourlist*, 22 February 2019, labourlist.org/2019/02/ if-there-are-so-many-bullshit-jobs-should-labour-fight-for-the-future-of-work/.


form of franchisors, large brand names or head contractors—needs to be held accountable for underpayment of labour or other law-breaking within the chain. Neither employment law nor competition law should obstruct labour from bargaining with entities other than the direct employer, since ‘not there’ employment is often used not just to reduce pay and conditions but as a ruse to prevent adequate bargaining. Indeed, competition law should aim to promote the wellbeing of society, and not be a barrier that prevents civil society, including unions, from seeking to improve that wellbeing through putting pressure on the market.

Better regulation of the framework of work is also important for redressing gender imbalances. The more freedom that capital and individual managers have to allocate risk and rewards as they see fit, the more that women, migrants, people of colour and other groups are disadvantaged. Regulation, if designed well, and proximity to it can especially benefit those groups. The gains for many women, for example, in antidiscrimination law over the past three decades (and gains arising from more progressive attitudes towards women’s roles) have been largely offset by greater regulation distance through neo-liberalism and weakened collective power, as well as by the greater leniency of permitted behaviours in some countries through the rise of neo-totalitarian forces.109

Self-organisation

The above changes may alter the degree of inequality and the imbalance of power, but in the end unions and other civil-society organisations must, as discussed in Chapter 7, create within themselves strong organisational capacity. More than anything else, the events that followed the global financial crisis (or Great Recession) of 2008 demonstrated the failure of civil society—in particular, unions, women’s groups and other bodies representing workers, children, the environment and the poor—to develop and articulate an alternative policy vision to challenge the failed market-liberal paradigm. This failure raises doubt about the plausibility of the first alternative future mentioned above—a more egalitarian one that matches the very first Sliding Doors scenario laid out in Chapter 1.

Without a growth of organisational capacity in civil society, including trade unions and nongovernment organisations, workers will lack the power to defend their working conditions or to make fissuring unprofitable, and dissenting voices will lack the power to force change in norms, regulation and the distribution of income and wealth. Dissent is delegitimated in The Circle, and when Mae faces critical choices something serious is missing: the collective power of workers to act on informed choices. Yet even in large, nonunionised high-tech firms, workers have shown they will act collectively if sufficiently provoked. Dissent is disorganised and violently suppressed in Nineteen Eighty-Four, while in The Handmaid’s Tale it is violently suppressed but organised and covert. In the very long run, in that last-mentioned book, the malevolent state is overthrown. Unless dissent is organised, however, power ultimately reproduces itself, regardless of the contradictions it creates.

A new citizenship

The issues canvassed in this book are not matters that can be put off. Technological change is going to continue relentlessly. Researchers, in universities and private corporations such as Elon Musk’s Neuralink, are working on technology that will enable digital hardware to be implanted within the human body, linking the brain wirelessly with computer networks of the world. It is not a question of if this can be done, it is when. Already there is talk of a shift to a new form of capitalism—‘cognitive capitalism’—based on knowledge as the basic source of value. This would take that process much further. The implications for inequality of opportunity, productivity, income and power could be enormous. Nearly two centuries ago, Percy Shelley wrote of how ‘the rich have become richer, and the poor have become poorer’. It is a thought repeated many times—even in a line in a Leonard Cohen song—but one that would barely describe the outcome in the absence of change. If we do not reform
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society’s rules now in anticipation of the future, the consequences for the great majority of working people could be devastating, notwithstanding the potentially fantastic improvements that could feasibly be made to many other aspects of people’s lives.

With that in mind, our concerns should not be focused on the potential evil that technology might bring and the jobs it might destroy or fundamentally change in the future. Our concern should rather be about what uses can be made of technology in the absence of changes to the distribution of wealth and power, and what needs to be done to ensure that the benefits are not restricted to a few, potentially making the lives of many people worse than they presently are, but are instead accessible to all.

Organisations think of ‘organisational citizenship’ as depicting ‘good’ behaviour by employees towards the organisation—doing things not in their job description that make life easier for their fellow workers, their managers or their customers, and that in the end help boost profits. But citizens also have rights, not just responsibilities. We need to think and talk about treating people as citizens at work, people with a right to respect, rest, job security, income security and a voice. It means people have a right to decent work. And it can be done, if we make the right choices. As leading Canadian jurist Harry Arthurs said, it is not a question of going back to twentieth-century labour law, as the problems for workers stem from wider forces that ‘also adversely affect all citizens in their non-working lives as consumers, borrowers, tenants, and recipients of social goods’.115 The project is one of restoring the primacy of democratic values and processes over markets and capital. It can be done, but time is not on our side.
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