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Foreword

This monograph presents the refereed, and peer-reviewed, edited proceedings of the conference on Indigenous Socioeconomic Outcomes: Assessing Recent Evidence. The conference was organised by the Centre for Aboriginal Economic Policy Research and held at the Shine Dome, the Australian National University (ANU) in Canberra on 11 and 12 August 2005. The conference aimed to present the latest evidence on Indigenous economic and social status, and family and community life, and discuss its implications for government policy. The recently released 2002 National Aboriginal and Torres Strait Islander Social Survey (NATSISS) provided a valuable new source of data on these issues. The conference featured a variety of presentations that provide an evaluation of the strengths and weakness of the NATSISS methodology and the quality of the survey data and existing output.

In the same year that NATSISS was conducted, the Prime Minister wrote to Gary Banks, as Chairman of the Steering Committee for the Review of Government Service Provision (SCRGSP), to ask for a regular report to the Council of Australian Governments (COAG) against key indicators of Indigenous disadvantage. This is now available on a biennial basis as the Productivity Commission Report *Overcoming Indigenous Disadvantage*. In addition, the annual Report on Government Services issued by the SCRGSP now includes a separate compendium of Indigenous statistics drawn from the administrative databases of Australian, State and Territory governments.

Given the growing number of Indigenous statistics collected and reported in Australia, it is more important than ever before to provide critical scrutiny of the data and related analysis. By publishing this report via the ANU E Press, we aim to ensure the timely and wide access to research findings throughout the Indigenous policy community. I recommend this monograph to anyone who wants to understand the strengths and weaknesses of the existing statistical archive for Indigenous Australians.

Jon Altman
Director, CAEPR
June 2006
Preface

The origin of this book arose from a growing personal concern with the quality of assessment of evidence in public debates. The modus operandi of journalism means that it is necessary to simplify evidence of ‘experts’ who conduct a detailed analysis of statistical data. The exigencies of daily deadlines mean that the reporting of experts’ interpretation of the evidence is sometimes incorrect. However, the alleged experts have fewer excuses, and there is a need to ground their analysis in peer review. This monograph attempts to do this by providing readers with the capacity to critically engage with the evidence presented in public forums.

The volume of quality data in Indigenous affairs has grown exponentially in recent years. Unfortunately, our capacity to analyse it has not increased at the same rate. The main issue is that there is not the number of suitably qualified social scientists focusing on Indigenous issues in Australia to analyse all the data. Another issue is that the sheer volume of data allows some researchers to search for statistics that suit their ideological predisposition. Hughes (2005a) provides an example of the art of selective citation of other people’s analysis to support arguments that are otherwise based on assertions and hyperbole (see Hunter’s [2005] critique of Hughes [2005a] and Hughes and Warin [2005]). Needless to say, this sort of approach violates fundamental principles that most social scientists hold dear. It should be made clear that advocates on all sides of the debate have used this strategy to look for either a statistic or an expert whose conclusions are consistent with their own.

This monograph presents the refereed and peer-reviewed, edited proceedings of the conference on Indigenous Socioeconomic Outcomes: Assessing Recent Evidence. The conference was organised by the Centre for Aboriginal Economic Policy Research and held at the Shine Dome, the Australian National University (ANU) in Canberra on 11 and 12 August 2005. The conference, which was attended by around 200 people from universities, the government sector, non-profit organisations and private corporations and citizens, aimed to present the latest evidence on Indigenous economic and social status, and family and community life, and discuss its implications for government policy.

After the preliminaries, the conference started with a recent history of the political economy of statistical collections and a brief introduction to NATSISS methodology and the quality of survey questions. While the main focus was on analysing the 2002 NATSISS outputs, many presentations provided an assessment of changes in Indigenous social conditions over time and examined how Indigenous people fared vis-à-vis other Australians in other statistical collections. All contributors were invited to reflect on how NATSISS might be improved when it is next undertaken in 2008. Notwithstanding the fact that one of the
main rationales for the conference was to evaluate the NATSISS, considerable
time was allocated to providing a broad framework for the discussion, with
several overviews provided by generalists who presented fresh perspectives,
and a panel discussion of Indigenous public intellectuals who debated the broad
Indigenous policy context.

The structure of this monograph closely follows the order of presentations in
the conference, with two exceptions: those by Bob Gregory and Tim Rowse.
Bob Gregory’s presentation was the first presented on the second day of the
conference, but his chapter has been placed in the groups of chapters that deal
with labour market issues, as his focus is almost exclusively on such issues. This
change of order is in no way a reflection on the quality of the presentation, as
it received the most votes for ‘best paper’ at the conference by the participants
who filled in the conference evaluation. The contribution from Tim Rowse has
been placed at the beginning of this monograph because it provides the historical
overview of what he calls the Indigenous statistical archive, a precursor to the
rest of the chapters in this volume. Rowse’s penultimate position on the
conference timetable had been a ‘historical accident’, as he accommodated last
minute changes to the schedule. For the remainder of this preface, unless
otherwise indicated, the contributors to the volume have a direct affiliation with
CAEPR.

The second chapter in this monograph is written by Jon Altman and John Taylor.
It provides a recent history of omnibus social surveys of Indigenous Australians
and analyses the political economy of Indigenous statistics. The next two chapters
are more methodological in nature. Andrew Webster, Alistair Roger, and Dan
Black from the Australian Bureau of Statistics (ABS) examined survey design
and output issues, while Nicholas Biddle and I examined selected, more general,
methodological issues that were relevant to the NATSISS.

Indigenous demography is given due prominence with John Taylor and Yohannes
Kinifu critically examining mobility issues within the NATSISS. Yohannes Kinifu
then explores the crucial issues of fertility and child survival issues that drive
much of the development dynamics in Indigenous Australia.

The important dimensions of Indigenous socioeconomic status are then addressed,
starting with Will Sander’s evaluation of the utility of housing in NATSISS. I
then examine the treatment of income, financial stress, social exclusion issues
with a provocative reference to the so-called ‘poverty wars’. Ruth Weston and
Matthew Gray, from the Australian Institute for Family Studies (AIFS), provide
a framework for analysing family and community life. Matthew then teamed up
with Bruce Chapman (RSSS, ANU) to provide an evaluation of labour force issues.
Bob Gregory’s paper then addressed which were the right questions to ask in
Indigenous policy, focusing almost exclusively on labour market issues. The
important issue of the customary or non-market economy is then examined by Jon Altman, Geoff Buchanan and Nicholas Biddle.

The proceedings of the first day of the conference wrapped up with the panel discussion by prominent Indigenous Australians. Larissa Berhendt (Jumbunna, University of Technology Sydney [UTS]), Tom Calma, and Geoff Scott (Distinguished Professor of Indigenous Policy at UTS) discussed the diverse perspectives on the needs for various data to be collected for Indigenous Australians. In contrast to most other papers in this monograph, this chapter is an edited transcript which includes the questions asked of the panelists at the end of the formal contributions.

The second day of the conference started with the aforementioned paper by Bob Gregory. Jerry Schwab then discussed the contribution of the 2002 NATSISS in education and training-related issues. The next contribution arose from a session on transport and information technology that packed two distinct papers into one (half-hour) slot. While Sarah Holcombe and Peter Radoll (School of Business and Information Management, ANU) (information technology) were constrained to talk for around 15 minutes because of time pressure on the day, these authors provided excellent separate chapters in this monograph on transport and information technology respectively.

Most of the remaining sessions at the conference covered complex social issues facing Indigenous communities. Russell Ross (University of Sydney) provided some fresh insights into Indigenous health. This is the first time he has written on the area, although he has written a considerable number of papers on economic issues facing Indigenous people. Maggie Brady and Tanya Chikritzhs (Curtin University) then provided a critical analysis of the NATSISS data on substance abuse and tobacco. Mick Dodson (National Centre for Indigenous Studies, ANU) and I then examined crime and justice data in NATSISS, and call for a greater consistency in the survey collections for Indigenous and other Australians. Nicolas Peterson (School of Archaeology and Anthropology, ANU) examines cultural issues in the 2002 NATSISS before Inge Kral and Frances Morphy focus on how the information on language might be optimised in a survey context. Bill Arthur provides an overview of Torres Strait Islanders, using the now conventional distinction of those who live in the Strait and those who live on the mainland. Tom Calma (Human Rights and Equal Opportunity Commission [HREOC]) provides a detailed analysis of social justice issues.

In the final chapter, Jon Altman and I provide some concluding remarks and a wrap-up for the monograph, which pays particular attention to summarising the lessons learned from the conference and highlights how future statistical collections might be improved.

The conference also included an informal presentation by Nicholas Biddle which described an easy-to-use, CAEPR do-it-yourself spreadsheet for customised
hypothesis tests on NATSISS data. This spreadsheet is now available on the CAEPR web site, and can be used to validate all the significance tests conducted in this monograph. Since this spreadsheet is publicly available, I have encouraged authors to report results of the significance tests in the text but to not necessarily report the statistics themselves. In addition to avoiding any duplication, it hopefully makes the monograph easier to read without compromising the rigour required in a scholarly publication. Readers should note that the spreadsheet only provides approximate (usually conservative) significance tests based on standard errors expressed in levels. For a discussion about the reliability of 2002 NATSIS data and alternative procedures for estimating significance tests, see ABS (2004c: 68–9).

The authors of the monograph chapters were largely left to their own devices when writing their contribution, before the refereeing process for publication. Before the conference, I sent out an e-mail to get the contributors to think about the substantive outstanding issues in their subject areas and how NATSISS and other future data collections might address the needs identified. It will be apparent in what follows that the authors adopted unique approaches to their respective subject matter(s). This is to be encouraged because it is the strength of an edited volume. As is usual in academic publications, it should be noted that the views expressed in this paper are those of the authors and do not reflect those of the institutions to which they are attached.

Finally, in my time at CAEPR I have encountered some suspicion of statistical evidence mostly from the occasional qualitative researcher who seems to think that statistics objectify Indigenous people and only provide extremely limited insights for Indigenous people and policy makers. I would be the first to acknowledge the limitations of statistical analysis, but it is important to honour the participation of all the 10 000 respondents who spent many hours filling in the form, and work out what they were telling the ABS. Quantitative and qualitative research each have different and valid insights to yield, but both need to acknowledge that they are based on the generosity of respondents who entrusted their knowledge and experience to the people who collect the data. Consequently, the main focus of this conference should be to work out what, if anything, the ABS survey data tells us.

The strength of this monograph, as with all edited volumes, is that it can explore different perspectives. While this point might be characterised as being ‘post-modern’ by some, it is not necessarily so. Rather, it is an acknowledgment of the obvious—that is, there is considerable uncertainty about which theoretical model should be adopted, and hence there are legitimate issues about how to interpret the 2002 NATSISS data.

Having mentioned the word ‘post-modern’ I want to assure readers that not all of the authors drink Chardonnay! Indeed, I could not find one person who
admitted to drinking Chardonnay with an informal straw poll revealing that the most popular drink among authors is a full-bodied red. Furthermore, the award for the best paper at the conference was a bottle of whisky, albeit an Irish whisky. Notwithstanding their drinking habits, none of the authors admitted to disparaging others for their consumption habits.

The diversity of opinions of authors will be obvious to all those who persevere in reading through the entire book. I hope readers will find their perseverance rewarded because the contrasting approaches of the various chapters suggest some research directions for the academy. However, for those who pick and choose which chapters they are interested in, I commend you to the concluding chapter which briefly draws together the disparate themes of the monograph.

Boyd Hunter
Fellow, CAEPR
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1. Towards a history of Indigenous statistics in Australia

Tim Rowse

In 2003, the Productivity Commission report Overcoming Indigenous Disadvantage: Key Indicators 2003 demonstrated that Australia now has an extensive (though not time-deep) statistical archive through which we can compare Indigenous and non-Indigenous people. The report points to twelve ‘headline indicators’, and seven ‘strategic areas for action’, and it operationalises the ‘strategic areas for action’ in terms of thirty variables on which Indigenous and non-Indigenous can be compared.\(^1\)

It has not always been possible to make such a wide battery of Indigenous/non-Indigenous comparisons (nor Indigenous/Australia comparisons). In this paper I will trace the steps that Australian governments have taken to recognise an entity that we call the ‘Indigenous population’ and to state its characteristics in comparative, quantitative terms.

My story is a frankly teleological one, in two senses. First, in looking at the steps taken I will pay particular attention to the steps that led towards what we have now. Second, I will nominate a turning point or watershed: the period 1966–76. In this moment, Australian governments ceased to manage the statistical archive in one way and began to manage it in a new way.

The watershed years

What happened between 1966 and 1976? The 1966 Census was the first Australian census in which the Statistician was prepared to claim ‘virtually complete’ enumeration of the Aboriginal population;\(^2\) as I will show below, the first comparisons of ‘Aboriginal’ with Australia, in respect of education and occupation, were enabled by the 1966 Census. However, 1966 was also the last Australian census to make the distinction between ‘full blood’ Aborigines and Aborigines of mixed descent. So 1966 was not the beginning of comparisons over time.

At first sight, we could understand the repeal, by referendum, of s.127 of the Australian Constitution as a step towards the reformed statistical archive that we now use. However, the referendum was not clearly such a progressive step,

---

1 I will use ‘Indigenous’ to refer to the combined figures for those of Aboriginal and/or Torres Strait Islander descent. For much of the period discussed in this chapter, the term ‘Aboriginal’ was used loosely to refer to those whom I refer to as ‘Indigenous Australians’.

2 Borrie (1975: 468) judged the 1954 Census to be ‘the first for which reasonable estimates of the total Aboriginal plus Islander population are available’.
for two reasons. One is that, notwithstanding the words of s.127 ('in reckoning the numbers of the people of the Commonwealth, or of a State or other part of the Commonwealth, aboriginal natives shall not be counted'), all governments had long been collecting data on their Indigenous populations, as they conceived them. The second is that it was open to statistical authorities to interpret the repeal of s.127 as mandating the merging of the enumerated Aborigine with the total population. That is, the repeal of s.127 could be interpreted as a mandate to include, *without distinguishing*, Indigenous Australians. The argument to continue to distinguish Indigenous Australians, and to distinguish them in new ways, had to be made independently of, and even in the face of, the inclusive rhetoric of the 1967 referendum campaign.

In 1971, in a reform that was not evidently related to the repeal of s.127, the census introduced a new classification question that gave respondents the opportunity to identify themselves and their household members as ‘Aboriginal’ or as ‘Torres Strait Islander’. In 1976 we had the second census using this revised question, so 1976 marks the beginning of the possibility of systematic comparison over time of Indigenous with ‘all Australia’, and Aboriginal with Torres Strait Islander.

I should emphasise the word ‘beginning’, for in 1976 there was still much to be done to reform those parts of the statistical archive that are supplied by organisations, such as hospitals, that service Indigenous Australians. Borrie complained in 1975 that it was still:

…extraordinarily difficult to persuade all the relevant authorities that Aborigines should be distinguished so that separate statistics can be maintained. Nor, as yet, is there any agreement on how the Aboriginal population is to be defined in the collection of statistics for series other than the census…[S]ome officials have argued that it would be offensive or discriminatory to ask people if they were Aborigines, or even to ask their race (Borrie 1975: 460–1).

Notwithstanding Borrie’s sense of the difficulties of further reform in Australia’s Indigenous statistics, I think that we can see the years 1966 to 1976 as a turning point. The old way that prevailed from the late nineteenth century to 1966 had used the discredited terms of racial science. Under this old way it had been difficult, if not impossible, to compare the Indigenous population with the non-Indigenous population (or with ‘all Australians’, which is much the same as the census).

---

3 As well, Borrie argued in 1975 that ‘substantial changes in racial identification…are occurring’. He expected that ‘the group of people identifying as Aborigines and Islanders will become relatively stable, so statistics relating to this group should become increasingly useful as time goes by’ (Borrie 1975: 473). In fact, demographers have since noticed that identity change is a persistent dynamic, a source of growth in the Indigenous population. This does not seem to have diminished the utility of the census.
thing). The new era has two features: ethnic identities (Aboriginal and Torres Strait Islander) have replaced racial distinctions; and there are now more socioeconomic and biomedical variables for making distinctions within the Indigenous population. These two features of the reformed statistical archive combine to make it possible to compare, across many variables, certain policy-relevant trends in the Indigenous and non-Indigenous populations. Those comparisons have become the basis of an idea of social justice that is new, or newly prominent, in Australian public life: ‘practical reconciliation’.

Statistics for protection and assimilation

I do not have the space to review, jurisdiction by jurisdiction, the structures of colonial, State and Territory statistics on Aborigines and Torres Strait Islanders up to 1966. However, in a sense I do not need to, because the various jurisdictions worked to a common model, that I will call here the protection/assimilation model. I derive this name from the commonly acknowledged periodisation of Australian Indigenous public policy. The era of ‘protection’ was instituted by a wave of colonial, State and Commonwealth law-making that lasted from the 1880s to the end of the First World War. The era of ‘assimilation’ lasted from the late 1930s until the early 1970s, as each State or Territory amended and then repealed these statutes and strove to bring Indigenous Australians within the same legislative and administrative frameworks as all other Australians, invoking the ideal of an ‘Australian way of life’ to which all were tending. I will argue that as the sequence of post-World War Two legislative reforms approached its end in the 1960s, many officials and policy intellectuals pointed to the inadequacies of the statistical archive in its protection/assimilation form.

What were the elements of the protection/assimilation statistical archive? By the third quarter of the nineteenth century, most Australian jurisdictions were keeping some record of what they thought to be the absolute size and the sex composition of the Aboriginal population. The various jurisdictions began to record the ages of Aborigines in different years (Victoria from 1871, New South Wales and Western Australia from 1891, Queensland from 1901, and South Australia, Tasmania and the Northern Territory from 1911). From 1860 to 1905, as each colony began to form a specialised administration and statutory regime through which to govern their Indigenous populations, they recorded two other features of the populations: their genetic character (differentiating ‘full blood’ from ‘others’) and their relationship to administrative control. There were two variables within what I am calling administrative control, and each jurisdiction made use of at least one of them. The Indigenous population could be acknowledged as subject to enumeration or as living beyond enumeration, a distinction sometimes conveyed by the distinction between ‘settled districts’.

I infer these starting dates from Smith’s figure 8.4.1 (Smith 1980: 219).
and regions that were beyond settlement and enumeration. The other ‘administrative control’ variable has to do with some kind of institutional authority. Thus, some Indigenous people were classified according to whether or not they were ‘in employ’, or ‘under the Act’ or living within reserves and government institutions.

When the Commonwealth government began to standardise the Indigenous statistical archive in the 1911 Census, it adopted the Western Australian 1901 Census’s version of this classifying practice. That is:

- Aborigines were enumerated if they were accessible to ordinary enumeration procedures
- all those not enumerated were assumed to be ‘full-bloods’ and their number was estimated
- the general census population included ‘half-castes’ (but not ‘full-bloods’)
- the Commonwealth published separate figures on ‘full-bloods’ and on ‘half-castes’ (Smith 1980: 27).

When the Commonwealth collaborated with the States in every June from 1924 to 1941 to make an annual count, they were interested in the size, the sex composition, the age composition, the race composition and the relationship to governing authority of their Indigenous populations. This protection/assimilation model of the Indigenous population lasted about eighty years, continuing until two-thirds of the twentieth century had elapsed.

The crisis of the protection/assimilation model

What happened in the 1960s to upset this way of constructing a statistical archive? This is going to be a research question for me and for Len Smith over the next few years, so my answer today is rather limited.

According to Borrie (1975: 455–6), Australia’s statisticians had long defended their very limited practice of Indigenous enumeration by pointing to two constraints. One was practical (the difficulties of enumerating ‘tribal people’), and the other legal (their interpretation of s.127 of the Constitution). By 1967 both of these obstacles had been overcome. However, Borrie also found among government officials the view that it was difficult to define who is an Aborigine and also ‘a vaguely formulated, but nevertheless strongly held view that separate statistics are in some way discriminatory, even if collected in order to make special provision for Aborigines’ (Borrie 1975: 456).

The word ‘discrimination’ is our clue to the crisis in the Indigenous statistical archive. Liberal opinion favouring ‘assimilation’ was obliged, by the mid-1960s, to consider whether there was a positive sense of ‘discrimination’. That is, if Aboriginal people were not doing well and if the state had an obligation to help them do well, might it not be necessary for the state to discriminate in their
favour in certain ways? And was it not necessary to ‘discriminate’ (in the sense of distinguish) Aboriginal from non-Aboriginal in order to know how badly or how well Aborigines were doing, so that ‘positive discrimination’ could be soundly based? Some historians now interpret the 1967 referendum as an expression of a widespread (though not universal) conviction that it was time for public policy to discriminate in Aborigines’ favour, at least until they had ‘caught up’ with the rest of Australia in certain respects (Taffe 2005).

The idea that Australia was failing in its duty to improve Aborigines’ conditions of life was given powerful intellectual expression in the Social Science Research Council of Australia’s multi-author project ‘Aborigines in Australian Society’. The Rowley Project (as I like to call it, after its Director, Professor C.D. Rowley) produced 14 books between 1970 and 1980. It was a common complaint of the Rowley Project authors that social scientists had insufficient data on Indigenous Australians. Finding the census inadequate, Leonard Broom and Frank Jones remarked of Aboriginal affairs administration that ‘the management of a rubbish tip is more carefully monitored’ (Broom & Jones 1973: 75). For example, they reported that there were no reliable statistics on Aboriginal mortality other than about 15 years of records for the Northern Territory (Broom & Jones 1973: 63). For W. E. H. Stanner, ‘the very absence of more precise information is itself the best evidence of past indifference’ (Stanner 1970: vi–ix). Peter Moodie, in his study of Aboriginal health, pointed to official ‘caginess’ about quantifying ‘the Aboriginal problem’ (Moodie 1973: 275). However, he feared also that Aborigines themselves might resist distinguishing ‘any self-identifying Aborigines’ in databases (Moodie 1973: 274). He urged Aborigines to consider that by allowing their ‘statistical visibility’, Maoris and American Indians had improved their mortality (Moodie 1973: 122).

The argument for Aborigines’ ‘statistical visibility’, carried strongly by social scientists, was heard by the Whitlam government (and possibly it was influential under the Coalition governments in the formulation of the race question in the 1971 Census). In 1975, Borrie welcomed the terms of reference of the Whitlam government’s National Population Inquiry ‘that it should include the Aboriginal population not only in the total situation, but also as a separate sub-study’. He commented that, ‘There is no doubt that a separate study is needed. In every conceivable comparison, the Aborigines and Islanders, whom it is proposed in general to treat in one group, stand in stark contrast to the general Australian society, and also to other “ethnic” groups’ (Borrie 1975: 455).

However, social scientists in the Rowley project had had to work with what they could find in the unreformed statistical archive. To illustrate the variety of their responses to its limitations, I will briefly outline what Rowley, Broom and Jones did.
Rowley showed one way that the racial distinctions in the extant statistical archive could be meaningful. He argued that there were two kinds of situation facing Aborigines: ‘colonial’ Australia and ‘settled’ Australia. Though his description of the difference between the two situations drew attention to differences in their characteristic histories of colonisation and in their resulting social institutions (Rowley 1970c: 2), he suggested a numeric index for deciding whether a region was ‘colonial’ or ‘settled’: the relative proportions of the full-blood and the mixed descent components in the Aboriginal population in each Statistical Division, according to the 1961 Census. We retain much of Rowley’s geographic binary when nowadays we compare ‘remote’ and ‘non-remote’ Indigenous statistics using the 2002 NATSISS.

In the *Destruction of Aboriginal Society*, Rowley (1970a) used 1961 Census and 1964 State/Territory estimates to show, State by State (but not Tasmania) the varying density (gross number per shire) of the Indigenous population. Differentiating full-blood from half-caste, he calculated their proportions in States and in capital cities, and he compared their distribution between urban and rural in each State/Territory. Distinguishing ‘full-blood’ from ‘mixed-blood’, he compared the age structures of each jurisdiction. He projected full-blood and mixed-blood population growth for 1961–81. The analytical value of distinguishing ‘half-caste’ from ‘full-blood’ is not clear, as Rowley preferred to account for Aborigines’ behaviour by reference to their socialisation, not by reference to their genetic characteristics. However, the statistical archive that he had to work with was shaped by the genetic terms of an earlier era, so we get table after table distinguishing ‘full-blood’ from ‘half-caste’.

Where he could do without the inherited statistical archive, Rowley did not distinguish half-castes and full-bloods. Researching *Outcasts in White Australia* (Rowley 1970b) he conducted two regional surveys (NSW outside Sydney, and Eyre Peninsula) with Aboriginal respondents. Without any reference to genetic characteristics, he presented data on Aborigines’ housing quality, school attainments, books in dwellings, institutional background, water supply, bathing facilities, sanitation, garbage disposal, household composition, occupation, previous and current employment, skills and experience, post-primary education and training, and average weekly wage. He looked at their receipt of social security benefits, their ownership of property, their use of hire purchase, and their use of insurance policies. On some of these variables, he tabulated men and women separately.

In a few of his arguments, Rowley compared Aborigines with non-Aborigines. In *Destruction of Aboriginal Society*, he did so only to the extent of comparing the age structures of the full-blood, mixed-blood, and ‘all Australians’ groups. In *Outcasts in White Australia*, Rowley analysed his data on ‘weekly income from all sources’ and on ‘membership of clubs and organisations’ by comparing
Aborigines in rural NSW and Eyre Peninsula with non-Aborigines in the same regions. He obtained from the Commonwealth Bureau of Census and Statistics and from the Western Australian Government statistics on types of offence, leading to conviction or committal, for 1962–64. From NSW, Victoria and South Australia he obtained comparative data on types of offences for which Aborigines and non-Aborigines were arrested and charged in the second six months of 1965.

In *A Blanket a Year* (1973) Leonard Broom and Frank Jones had a rather different agenda, enabled partly because, writing later than Rowley, they had the fruits of the first reforms of the statistical archive. The 1966 Census, as well as being the first to claim complete enumeration, was the first to release data on Aborigines in the same terms as the data for other Australians. Broom and Jones were able to compare the educational and workforce status of Aborigines with non-Aborigines. However, we should note exactly what they meant by ‘Aborigines’, for in their efforts to compare Aborigines and non-Aborigines, Broom and Jones were still burdened by the racial classifications of the unreformed archive. Their data on ‘Aborigines’ included only those classified in the 1966 Census as having ‘50 per cent or more Aboriginal ancestry’. They wrote that ‘comparable data for approximately 16 000 to 17 000 identifiable Aborigines of less than 50 per cent have not been released, and they therefore cannot be dealt with here’ (Broom & Jones 1973: 13). Broom and Jones were concerned that by delimiting the Aboriginal population to those with 50 per cent or more Aboriginal descent, their comparison ‘may exaggerate the…dissimilarity between Aborigines as a whole and the rest of the population’ (Broom & Jones 1973: 24). In a section headed ‘selection as a factor in Aboriginal health statistics’, Moodie also worried about the ‘bias’ in the construction of Aboriginal health data, though the distortion that he pointed to was in terms of the institutional rather than the genetic ordering of the ‘Aboriginal population’ (Moodie 1973: 23). That is, data on Aboriginal health tended to be about ‘the more closely supervised government settlements, mission settlements, and the larger cattle stations’. These people were both ‘in a dependent situation’ and enjoyed ‘better access to medical and health services’ (for which they did not have to pay) than the more independent, but less well serviced ‘relatively large fringe-dwelling and metropolitan groups’ (Moodie 1973: 23).

Although they issued such caveats about the bias in their ‘Aboriginal’ categories, Broom and Jones and Moodie can be said to have initiated the research program that is now familiar to us as the comparative study of Indigenous and non-Indigenous labour market status, human capital acquisition and health status. These are among the pioneer works of our contemporary paradigm.

Broom and Jones were pioneers in another way. They constructed a ‘total’ Aboriginal population when they sought to project the growth in Aboriginal numbers. In this endeavour, they benefited from the Commonwealth
Government’s interpretation of its responsibilities after the repeal of s.127 in the May 1967 referendum. The referendum of 1967 led to the undifferentiated inclusion of Aborigines in birth, marriage and death registrations, making it possible for Broom and Jones to estimate plausibly Aboriginal fertility and infant mortality in the only jurisdiction where Aborigines were a large minority—the Northern Territory. By using these registration data and the 1961 and 1966 Census data, in two papers (Jones 1970, 1972) and in chapter four of his book with Broom, Jones gave an account of the distribution, fertility and mortality of the entire Aboriginal population—combining the ‘dark’ and the ‘light’ segments.

Some features in the new archive

Let me conclude by pointing to some features of the Indigenous statistical archive in its reformed, contemporary condition.

First, there has been a sustained agenda of reform. This agenda has been driven by a strong conviction that social justice demands Indigenous/non-Indigenous comparison across many socioeconomic and health variables. It has been notably effective in the reform of State and Territory registrations of vital events. Len Smith says that agitation on this point began around 1965 (Smith 1982: 16). According to the ABS (2000a: Table 11.6, p.162), these are the periods within which the various Australian governments put an Indigenous identifier into databases relevant to demography and to population health analysis:

• birth notification forms (1984–1996)
• death notification forms (1985–1996)
• medical certificates (cause of death) (1983–1999)
• hospital separations (1979–1997)
• maternal/perinatal collections (1982–1996)
• cancer registrations (1977–1992)
• communicable diseases notification forms (1988–)\footnote{I have no information on the changes in communicable diseases notification forms since 2000.}

On at least one occasion, the reform of administrative data was stimulated by the demands of a focused inquiry with statutory powers. When the Royal Commission into Aboriginal Deaths in Custody (RCADC) began, its staff knew they could draw on the prison censuses that had begun to use an Indigenous identifier in 1982. But what data was there about police custody? The Royal Commission used its prestige and legal powers to persuade all of Australia’s Commissioners of Police to allow the research staff to conduct a National Police Custody Survey in August 1988 (Commonwealth of Australia 1991: 191–2). Analysis of these data led to a conclusion that determined much of the Commission’s subsequent agenda: that deaths in custody were disproportionately
Aboriginal not only because of factors within custody but also because Aborigines were much more likely than non-Aborigines to be in custody. What accounted for this higher rate of incarceration, the Commission asked? The Commission postulated the related concepts of ‘self-esteem’ and ‘underlying issues’ in order to adduce research on education, labour market status, health and other factors (using data from the 1971 to 1986 censuses) to explain Aborigines’ disproportionate entry into police or prison custody.

Second, the reformed statistical archive makes some use of the organisational capacities known as ‘the Indigenous sector’, for example in Community Housing and Infrastructure Needs Surveys (CHINS) of 1992 and 1999 and in a current Mental Health Survey. The 1999 CHINS collected data from 707 Indigenous housing organisations and 1291 ‘discrete communities’ (1089 of which had an identified housing organisation). ‘Data … were collected through personal interviews with key members of Indigenous housing organisations and communities who were knowledgeable about housing and infrastructure issues. Such people included community council chairpersons, administrators, coordinators, clerks, housing officers, water and essential service officers. Information regarding health services was generally collected from health clinic administrators.’ (ABS 2000b: 62).

Third, there is a continuing concern to improve the methodology of data collection in remote and very remote Australian communities (Martin et al. 2004).

Fourth, we risk becoming data rich and theory poor. Our data are useful only if we have some theoretical framework in which to make sense of them. Perhaps the most developed theoretical model that we have, at the moment, is that which I mentioned in my introduction. The Productivity Commission’s 2003 Report operationalises the ‘strategic areas for action’ in terms of thirty variables on which Indigenous and non-Indigenous can be compared (see Steering Committee for the Review of Government Service Provision [SCRGSP] 2003). The theoretical model at the centre of this strategy highlights the familial and educational conditions of Indigenous childhood that are conducive to (or destructive of) an Indigenous person’s later fortunes in the labour market. It would be a useful exercise to compare this theoretical model with predecessors such as Rowley (1966) who drew on North American studies of the pathologies of institutions, and the Royal Commission’s, with its focus on the material determinants of low self-esteem. That is the task for another paper. One of the questions that such a paper might address is how ‘Indigenous culture’ is defined as a quantifiable variable in our (more or less conscious) theoretical models, and what significance, if any, is attributed to it.

Fifth, we are producing more and more data at a time when the government is terminating the existence of at least one of the bodies—the Aboriginal and Torres Strait Islander Commission (ATSIC)—that should be the primary users of the
data. I endorse the point, made by a number of authors in this volume, that one of the best reasons for having a rich Indigenous statistical archive is to enable the Indigenous sector to talk back to government about policy and about program effectiveness.

Sixth, in the often angry, frustrated and demoralised public discussion of Indigenous affairs policy, we now have two kinds of language for talking about Indigenous disadvantage. Here I would like to invoke the work of the Canadian philosopher Charles Taylor. In his recent book, Modern Social Imaginaries (Taylor 2004a), he says that we moderns have developed the ability to think about social life in two distinct ways, both of which are valid and useful. On the one hand, we can think about society as a series of interactions between variables. There are several papers in this monograph in which that was the idiom for thinking about society. The Productivity Commission Report is, again, a wonderful example of that way of thinking. On the other hand, we can think about society as an interaction between responsible, intentional agents, such as individual people, and organised collectives of people or organisations, including governments. Taylor says that the modern social imaginary—that is, our taken-for-granted ways of thinking about ‘society’—is ‘bifocal’; we use both mechanistic and agent-centred thinking. We imagine society in mechanistic terms—interactions between variables—and we imagine society humanistically—interactions between thinking, feeling agents who can be held responsible for what they do.

In contemporary Australia, both ways of thinking about society have been recently intensified. On the one hand, due to the reforms of the statistical archive, we have data with which to think about the interactions among an increasing number of variables. On the other hand, we have the language of welfare reform, with its emphasis on ‘mutual responsibility’ and ‘Shared Responsibility Agreements’ (SRAs). This language also has a horror of any ‘welfare’ that is ‘passive’ and a strong implication that Indigenous Australians may fail in their responsibilities to take up the opportunities that the public and private sector provide. In contemporary Australian public culture, the mechanistic social imaginary that is fortified by our rich statistical archive is in daily juxtaposition with the voluntaristic social imaginary that asks: are governments living up to their responsibilities to Indigenous Australians and are Indigenous Australians taking responsibility for their own advancement?
2. Statistical needs in Indigenous affairs: the role of the 2002 NATSISS

Jon Altman and John Taylor

Over the last two years, Indigenous affairs policy at the national level has shifted direction dramatically: the central tenets of policy have shifted from terms such as self-determination, self-management and national Indigenous representation and advocacy to mainstreaming, mutual obligation, shared responsibility and a whole-of-government approach.

This broad change in direction has been predicated in large measure on a widespread perception that the socioeconomic situation of Indigenous people in Australia has, at worst, been a failure over the past 30 years or, at best, has not improved fast enough.

The new approach has been based on a growing emphasis on what has been termed ‘practical reconciliation’, or the pursuit of statistical equality between the standard of living of Indigenous and other Australians in the areas of health, housing, education and employment. In the foreword to the latest and influential Overcoming Indigenous Disadvantage: Key Indicators Report 2005, Productivity Commission Chairman Gary Banks refers to these issues as follows. Firstly, he notes the new determination by Australian governments to address the root causes of Indigenous disadvantage. Secondly, referring to the Prime Minister’s speech at the National Reconciliation Conference, he identifies the shared goal [sic] that Indigenous people can ultimately enjoy the same standard of living as other Australians, for them to be as healthy, as long-living and as able to participate in the social and economic life of the country (SCRGSP 2005: iii).

We are almost certain that no-one would quibble with the need to address the causes of Indigenous disadvantage or the need for improvements in standards of living. A more lively debate might ensue about whether in the last 30 years any government has ever pursued objectives different to these; or whether the new approach is likely to be more successful than previous approaches. Arguably, it is difficult enough having conversations about what has worked and what has not in the past, let alone predicting what might be the best approach for the future.

Under such circumstances of policy contestation, one might anticipate that statistics collected by the official agency, the ABS, would play a crucial role in clarifying both the causes of Indigenous disadvantage and trends in Indigenous wellbeing, in absolute and relative terms. That is certainly one expectation that animated the conference ‘Indigenous Socioeconomic Outcomes: Assessing Recent
Evidence’. Our focus is on the 2002 NATSISS, the second social survey conducted by the ABS between August 2002 and April 2003. It is based on information collected from 9400 Indigenous Australians aged 15 years and over across all States and Territories of Australia (ABS 2004c: v).

The aims of this chapter are three-fold:

1. To provide some historical background about the emergence of this survey instrument by linking this conference to earlier workshops convened by CAEPR in 1992 and 1996 about the initial 1994 NATSIS.
2. To broadly examine the role and value of the 2002 NATSISS as one element of a broad ABS strategy to enhance the availability of statistics on Indigenous Australians.
3. To explore the longer-term role that the NATSISS instrument, now to be conducted every six years, might play in tracking Indigenous policy performance, informing Indigenous policy development, and in meeting the statistical needs of all stakeholder groups, including Indigenous Australians.

These three aims should be differentiated from the overall aim of the conference, which is to examine the 2002 NATSISS in great detail from a variety of methodological (e.g. coverage), thematic, and conceptual perspectives as the latest evidence about Indigenous socioeconomic outcomes. Then we anticipate some discussions of issues for consideration in developing the 2008 NATSISS. For these purposes, a wide array has been assembled of social scientists and Indigenous policy practitioners who are specialists in disciplinary areas.

A brief history of the 1994 NATSIS and the 2002 NATSISS

Conference participants were provided with two earlier monographs published by CAEPR, A National Survey of Indigenous Australians: Options and Implications (Altman 1992) and The 1994 NATSIS: Findings and Future Prospects (Altman & Taylor 1996a). We summarise some salient issues from these monographs to provide a historical backdrop to this conference.

The first of these monographs reports the findings from a workshop, titled ‘A National Survey of Aboriginal and Islander Populations’, that was convened in April 1992. This was held, coincidentally, just a week after the Keating government committed $4.4 million to the ABS to conduct a special national survey as outlined in recommendation 49 in the Final Report of the Royal Commission into Aboriginal Deaths in Custody (Commonwealth of Australia 1991). The workshop provided an early opportunity for the ABS to engage with a diversity of academics and Indigenous stakeholder groups about the conduct and potential content of such a national survey.
The impetus for this recommendation in 1991 came from two directions. On one hand, the Royal Commission itself experienced an acute shortage of information about Indigenous Australians in its deliberations. In particular, its conclusions about the underlying factors that precipitated higher Indigenous incarceration were mainly drawn from the 1986 Census (Gray & Tesfagiorgulis 1991). There was a strong view articulated by the Royal Commission that additional, and more timely, information about distinct and diverse social, demographic, health and economic characteristics of the Indigenous population was needed.

On the other hand, there was an equally strong view at the time that information was urgently needed at the just-established ATSIC Regional Council level to facilitate the development of regional plans and to gauge community infrastructure needs. It is interesting to note other policy drivers for a national survey and more statistical information on the situation of Indigenous Australians in 1992, including:

- a need for regional statistics so that Indigenous-specific programs could be better targeted to Indigenous people in greatest need
- debates about whether Indigenous-specific or mainstream programs were more efficient and effective
- a recognition of the need for more concerted and coordinated inter-governmental effort in Indigenous affairs, including the need for legally-binding bilateral agreements between the Commonwealth and the States, and
- a need for more information to inform the reconciliation process and track change in ‘Indigenous disadvantage’ over time.

The 1992 workshop ended with some recommendations both for the forthcoming 1994 NATSIS and for the collection of Indigenous statistics more generally. In terms of items to be included in the survey, there was a consensus view that a national survey should focus on distinct Indigenous issues not covered in other collections. Even by 1992, the ATSIC Housing and Infrastructure Needs Survey (Australian Construction Services 1993) was addressing many of the topics specified for inclusion by the Royal Commission. And there was a strong view expressed that a one-off survey would be of limited value without commitment to future surveys conducted on a similar and regular basis.

More importantly, it was highlighted that a national survey could not be an omnibus for all statistical needs about Indigenous Australians: there was a need for enhanced use of Indigenous identifiers in regular ABS household surveys, for greater availability of Indigenous identified information in administrative databases, and more information at the State and Territory level. Finally, there was a strong view that, while committing $4.4 million for data collection was welcome, there was also a need for resources to ensure data analysis, publication
and dissemination, especially at the regional level, to Indigenous stakeholders.  

The second monograph reports the findings from the workshop ‘Statistical needs for effective Indigenous policy: findings from the 1994 NATSIS’. This workshop was convened in late August 1996, just on nine years ago, not long after the new Howard government’s 1996–97 Budget where it signaled its new direction in Indigenous affairs.

The workshop was convened to assess 1994 NATSIS outputs from academic, bureaucratic, Indigenous and ABS staff perspectives with a special focus on issues to be considered in the development of a future national survey. While the 1996 workshop examined NATSIS from a number of disciplinary perspectives that closely correlated with survey questions, it was not an evaluation of the survey, which had already been conducted by the ABS (1996b) itself (with input from CAEPR & other stakeholders).

In considering the need for a repeat survey, the 1996 workshop, like this conference, sought open, constructive and rigorous scrutiny of the 1994 NATSIS. This is something that is not always easy to achieve, as new and innovative surveys evolve over time into statistical institutions with an identity and a sponsoring agency. Then, as now, the ABS, was an active and lively participant in proceedings.

As for the utility of the 1994 NATSIS, participants were acutely conscious of a fundamental dilemma: the more critical they were of particular questions, the greater the likelihood that questions would be modified or omitted, thus undermining the longer-term comparative utility of a future survey. The second workshop also examined what alternate sources of data were emerging that could be excluded from a repeat of the 1994 NATSIS, again highlighting that a national survey should not provide the means to ‘statistically cost shift’ from other household surveys where an Indigenous identifier might be justified (examples provided were the Labour Force Survey and the National Health Survey).

It is again interesting to note the political context of the 1996 workshop, when there was a perception that the new government might move to bifurcate its policy approach: targeting Indigenous-specific programs at remote regions and enhancing access to mainstream Commonwealth and State programs in non-remote contexts.

If this was a policy option then, it was only implemented by cutbacks to ATSIC Indigenous-specific programs as a contribution to the then overall ‘deficit reduction plan’. It was highlighted in 1996 that the absence of statistics about

---

1 Expenditure on the 2002 NATSISS was approx $4.5 million over four years: 2000–01 to 2003–04 (that is, from development through enumeration, processing and output). Most expenditure (that is, about $2 million in field costs) was in enumeration year 2002–03.
performance at the program level made agencies like ATSIC vulnerable to cutbacks and, conversely, that comparative statistics would be needed to hold governments accountable for their performance.

In this context, it was highlighted that the political economy of statistics—how statistics influence the distribution of public money—was important. This, in turn, influenced what information was to be collected, how Indigenous participation in the national survey was to be encouraged, and how the empowering information from a survey was to be analysed, accessed (taking into account income disparities and the ABS’s user pays approach) and disseminated.

The 1996 workshop raised some important issues. Two that stand out in current policy debates are the need for information at appropriate regional levels, and the links between political and statistical cycles.

In relation to the former, it was noted that ATSIC regional council boundaries were liable to change and, in any case, might have limited utility given that the discretion available to the ATSIC Board of Commissioners to make regional allocations had declined significantly. While ATSIC has disappeared, it is still important to consider the appropriate regional jurisdictions for data collection.

On the latter, it was noted in 1996 that there would be an urgent need to monitor outcome changes in Indigenous affairs as policy takes new directions. While this observation may not have been heeded at the time, it certainly resonates with the contemporary situation. The 1996 workshop made three concluding recommendations:

• that there should be a repeat of the 1994 NATSIS, preferably in 1999 after a five-year interval, but that this should be leaner, meaner and sharper
• that careful consideration be given to maintaining some questions in the national survey that are comparable over time, while also allowing for new questions that allow comparability with other data sets, and
• that consideration be given to enhancing existing ABS household surveys to allow the identification of Indigenous participants in a statistically valid way that reflects their different geographic distribution. This is done, for example, with the Labour Force Survey once a year, but little is heard about the statistical outcomes.

Each of these issues could well be revisited in the context of this conference.

Having made this observation, one might question whether better statistically-based arguments would have altered the Australian Government’s ‘surplus distribution plan’ in the run-up to the 2004 election.
The 2002 NATSISS in the overall statistical framework

In the not-so-distant past, official processes served to exclude, devalue, and deter full Indigenous statistical representation. By contrast, the contemporary politics of data collection have sought to encourage inclusion via self-identification. This is manifest most recently in the greater involvement of Indigenous personnel in the collection of census and survey data, as well as in ministerial-level agreements for the adoption of a standard self-reported Indigenous status question in administrative collections.

In addition, the ABS has embarked on an ambitious Indigenous household survey and census program (see Table 2.1) that can trace its origin to the need for a government response to the findings of the 1991 Royal Commission into Aboriginal Deaths in Custody (Sims 1992).

As with other Indigenous-specific population surveys, such as the Western Australian Aboriginal Child Health Survey (Zubrick et al. 2004), this response is recognition of the need for non-standard approaches to developing census and survey content and methodology with an emphasis on Indigenous participation and, in some cases, control (Zubrick et al. 2004).

Complementing these enhanced census and survey initiatives, we now also have regular reporting of Indigenous outcomes from administrative data. In 2002, the Prime Minister wrote to Gary Banks as Chairman of the SCRGSP to produce a regular report to the COAG against key indicators of Indigenous disadvantage. This is now available on a biannual basis as the Productivity Commission Report Overcoming Indigenous Disadvantage. In addition, the annual Report on Government Services issued by the SCRGSP now includes a separate compendium of Indigenous statistics drawn from the administrative databases of Australian, State and Territory governments.
Table 2.1. ABS Indigenous household surveys program: 1999–2011

<table>
<thead>
<tr>
<th>Year</th>
<th>Collection</th>
<th>Indigenous sample</th>
<th>Level of geography supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>Housing Survey (a)</td>
<td>850–900 households</td>
<td>National</td>
</tr>
<tr>
<td>1999</td>
<td>CHINS</td>
<td>All discrete Indigenous communities (approx. 1300)</td>
<td>Community level</td>
</tr>
<tr>
<td>2001</td>
<td>NHS (&amp; Indigenous supplement)</td>
<td>Indigenous sample of 3400 persons</td>
<td>National</td>
</tr>
<tr>
<td>2001</td>
<td>CHINS</td>
<td>All discrete Indigenous communities (approx. 1300)</td>
<td>Community level</td>
</tr>
<tr>
<td>2001</td>
<td>Population Census Indigenous Enumeration Strategy</td>
<td>All persons</td>
<td>Small geographic regions</td>
</tr>
<tr>
<td>2002</td>
<td>NATSISS</td>
<td>9 400 persons</td>
<td>States/Territories</td>
</tr>
<tr>
<td>2004–05</td>
<td>Indigenous Health Survey</td>
<td>11 000 persons</td>
<td>States/Territories</td>
</tr>
<tr>
<td>2006</td>
<td>CHINS</td>
<td>All discrete Indigenous communities (approx. 1300)</td>
<td>Community level</td>
</tr>
<tr>
<td>2006</td>
<td>Population Census Indigenous Enumeration Strategy</td>
<td>All persons</td>
<td>Small geographic regions</td>
</tr>
<tr>
<td>2008</td>
<td>NATSISS</td>
<td>11 000 persons</td>
<td>States/Territories</td>
</tr>
<tr>
<td>2010–11</td>
<td>Indigenous Health Survey</td>
<td>11 000 persons</td>
<td>States/Territories</td>
</tr>
<tr>
<td>2011</td>
<td>Population Census Indigenous Enumeration Strategy</td>
<td>All persons</td>
<td>Small geographic regions</td>
</tr>
</tbody>
</table>


While these developments clearly demonstrate rapidly enhanced collection and publication of statistical information, much basic information remains unavailable — not so much because data do not exist, but rather for want of appropriate planning frameworks. Viewed historically, there appears to be a growing gap between the scales at which Indigenous polities organise and plan, on the one hand, and the scales for which statistics are available, on the other. Thus, while we have never been so data-rich, leaving aside questions about the cultural relevance of the data, the information that is generated at great expense tends increasingly to be only useful for national, State and Territory level analysis, and/or broad remote/non-remote distinctions. There are a number of methodological, practical, and ultimately political dimensions to this observation.

First, from a methodological perspective, sample instruments such as the NATSISS and its companion General Social Survey (GSS) are best deployed to inform high-level policy discussion about the broad nature of inter-relationships between social circumstances and outcomes. Does crime impede employment prospects? Is health related to income? Do educated women have fewer children? For reasons of sample size and non-response error, they are less well suited to establishing absolute levels of need and comparisons over time.

Related to this is the fact that major constraints arise in relation to the geographic disaggregation of data to regional or community levels. Although the sample size of the adult population in the 2002 NATSISS was equivalent to that of the...
1994 NATSIS, data from the latter were released at the scale of 36 ATSIC regions, whereas the basic geography for 2002 comprises the remote and non-remote areas of the States and the Northern Territory (NT). The basic rationale for this shift is to be found in the trade-off between spatial detail and robustness of results.

Secondly, from a practical perspective, in terms of gathering administrative data, a combination of under-reporting, confidentiality provisions, and the grinding and increasingly guarded nature of bureaucratic processes render even the acquisition of data at State and Territory levels a major achievement (see Taylor & Stanley 2005).

Finally, from a political perspective, the current paradigm for the collection and dissemination of Indigenous statistics is suited to the measurement and reporting of gaps. For the most part, this assists processes of government by bureaucrats in Canberra and the State capitals. This paradigm strongly reflects a deficit model of Indigenous socioeconomic need as measured by standard social indicators, and not a community development model. This approach suffers from all the pitfalls of averaging diverse circumstances leading to questions about the utility of data for Indigenous regional and community organisations and their members. Worst of all, it lacks local Indigenous context. Demographers, for one, were warned some years ago of an imbalance between their statistical precision and detail, on the one hand, and their casualness of treatment of non-demographic contextual variables on the other (McNicoll 1988: 20 cited in Riedmann 1993: 107). Yet perennial problems about the ability of such an approach to capture cultural difference and the diversity of Indigenous circumstances looms yet again (Morphy 2002; Peterson 1996). As social scientists and policy practitioners, we need perhaps to revisit the original goal of the NATSISS instrument to capture information that is distinctly Indigenous and that can be made available at the regional level.

**NATSISS and Indigenous policy and practice**

Notwithstanding the above comments, there is no doubt that the 2002 NATSISS is already playing a role in broadly assessing Indigenous policy and practice.

The key task as defined by the SCRGSP is to identify indicators that are of relevance to all governments and Indigenous stakeholders and that can demonstrate the impact of program and policy interventions. In its overview, the SCRGSP (2005: xix) notes that its first report (2003) relied heavily on 2001 Census data, while the 2005 report has relied largely on 2002 NATSISS results.
The SCRGSP is quite cautious in its use of 2002 NATSISS information, suggesting that:

- it is not comparable with earlier 2001 Census outcomes
- it comes from a period before the adoption of the reporting framework by governments, and
- it would not be reflecting outcomes from more recent interventions.

Nevertheless, the SCRGSP uses 1994 NATSIS and 2002 NATSISS information to make some broad observations about what has improved and what has not, although also basing much of its analysis on administrative data.

While this reporting of available information is instructive at a discursive level, it is very unclear how it demonstrates the impacts of program and policy interventions. Indeed, rigorous evaluations of specific policies targeting Indigenous Australians do not appear in the SCRGSP report and are largely missing in Indigenous policy discussions. It is generally recognised that interventions cannot be evaluated by comparing broad undifferentiated social indicator outcomes over time: programs and policies have to be evaluated at the micro target group community or regional level and there is little independent analysis of this kind in Australia today.

At one level, this statistical development is ironic given the government’s recent focus on targeted regional COAG trial sites, SRAs and planned Regional Partnership Agreements, none of which have clearly defined evaluation mechanisms and associated data requirements. A notable exception here is the research undertaken at the Thamurrurr COAG trial site by Taylor (2004b) and Taylor and Stanley (2005) to gather baseline information that might inform evaluation. However, the intensity of research effort required to glean information at this level of disaggregation is instructive of the overall problem to which we are alluding—this research is expensive and not readily replicable.

At another level, this is symptomatic of the demise of a legally sanctioned (Indigenous) authorising environment for statistical collection and dissemination at regional levels, a role fulfilled until recently by ATSIC. The availability of ABS published outputs for ATSIC regions, co-signed by the Chair of the ATSIC Board and the Australian Statistician, was path-breaking (ABS 1995, 1996a). Unfortunately, this exercise in geographic disaggregation has not been repeated for the 2002 NATSISS.

In light of the ABS’s own formal evaluation of the 1994 NATSIS, this last observation is significant. Among the key issues highlighted were the appropriateness of output mediums and the accessibility of results to Australia’s Indigenous people and their organisations (Sarossy 1996). Findings on these matters raised the importance of regional level reporting and recommended that the dissemination strategy for any future survey should ensure that the results...
are readily available to the Aboriginal and Torres Strait Islander populations. To ensure this, it recommended that the ABS consider delivering basic statistical training in the interpretation of results to Aboriginal and Torres Strait Islander communities (Sarossy 1996: 192). This is now implicit in the ABS Indigenous Community Engagement Strategy implemented in 2004 (see Webster, Rogers & Black, this volume).

To the extent that such recommendations are deemed to be still relevant, and with the demise of the ATSIC regional structure, the question has to be raised about what geographic scale of reporting is now appropriate. And with whom will the ABS engage in order to enhance the use of NATSISS information by Indigenous communities and organisations? Accessibility of survey data has been enhanced for academic and other researchers via the Australian Vice-Chancellors Committee (AVCC) agreement on data access and by the introduction of the Remote Access Data Laboratory (RADL). However, this enhancement is unlikely to benefit most Indigenous stakeholders, given the technical capabilities required and the fact that access to the CURF costs $8000 for non-AVCC authorised users.

**Conclusion**

Without pre-empting the directions that discussions at this conference might take, we conclude with just a few complex issues of statistics and Indigenous public policy for consideration over the next two days.

Historically, the NATSISS instrument was established at a time when there was a recognised dearth of official statistics to document the socioeconomic situation of Indigenous Australians, though this is not to deny the importance of the five-yearly census—especially for comparison with the general population. In recent years, the ABS has greatly enhanced its Indigenous household survey and census program to the extent that in the 13 years 1999 to 2011, only three—2000, 2007 and 2009—are survey free.

Despite this, there appears to be a growing and worrying mismatch between the broad direction that Indigenous affairs policy is taking on the one hand (focusing effort on partnerships with specific communities and regions), and the availability of non-census derived information. In particular, 2002 NATSISS data are not amenable to disaggregation to the regional level, unlike 1994 NATSIS data. This suggests that recent data might be of less value to Indigenous community and regional end-users and that comparative analysis between 1994 and 2002 will be impossible at the regional level.

This raises important issues of statistical accountability and the politics of statistics. From 1990–2005, there have been checks and balances on the increased ABS activity in this area, provided by its alliance with ATSIC. It is noteworthy that under s.7 of the *Aboriginal and Torres Strait Islander Commission Act 1989,*
the ABS and ATSIC had a statutory relationship and that ATSIC was legally required to develop policy proposals to meet Indigenous needs and priorities from the national to the regional level. ATSIC was also required to assist, advise and cooperate with Indigenous communities, organisations and individuals, again to the regional level. Irrespective of ATSIC’s capacity to effectively address such complex statutory functions, as a national representative organisation it did provide a degree of institutional authorisation to the Indigenous data collection and analysis activities of the ABS.

Today, we have a new partnership approach in Indigenous affairs, but we lack the statistical framework to assess its effectiveness. This situation might suit governments, but it also has the potential to entrench power and economic inequalities, especially for those Indigenous communities that might want to sign off on agreements in good faith and with the expectation of information to assess their effectiveness. We have already alluded to the emerging problems inherent in the absence of NATSISS data at the regional level. It is also clear that there is an emerging hierarchy of privileged access to 2002 NATSISS information, with the ABS being uniquely positioned in accessing Main Unit Record File (MURF) data at levels of disaggregation that are just not available publicly. Others, like the Productivity Commission, can purchase data, and academics can use the CURF without charge. Indigenous organisations and individuals appear least well placed to access such information. Such issues raise a number of important questions, with which we end:

- Is a survey instrument, like the NATSISS, sufficiently at arms-length from governments of the day?
- Bearing in mind the urgent need to track Indigenous wellbeing over time, what precise role will the 2008 NATSISS play in this process?
- Will 2008 NATSISS outputs, available in 2010, be helpful in adaptively managing the new approach in Indigenous affairs?
- Given that the 2002 NATSISS sample size was too small for regional disaggregation of findings, should the ABS look to augment the sample size in future?
- In the absence of a national Indigenous representative organisation, what institution will be empowered to ensure that official statistical information is collected that will help Indigenous communities and regions plan their futures?

---

3 See, for example, the analysis in Australian Social Trends 2005 at remote, very remote and discrete Indigenous communities (ABS 2005a: 52–57) that would be impossible for public users of 2002 NATSISS data to undertake.
3. The 2002 NATSISS—the ABS survey methodology and concepts

Andrew Webster, Alistair Rogers and Dan Black

In 2002, the ABS conducted the second national social survey of Australia’s Aboriginal and Torres Strait Islander population, the NATSISS. The first national survey was conducted by the ABS in 1994 as part of the Australian Government’s response to the 1987–1991 Royal Commission into Aboriginal Deaths in Custody. The Royal Commission had brought to light the urgent need for more and better data about the social circumstances of Aboriginal and Torres Strait Islander people and had recommended a special national survey to cover a range of social, demographic, health and economic topics (recommendation 49).

The 2002 NATSISS was conducted and funded by the ABS as part of its ongoing household surveys program, whereas the 1994 survey was funded by a $4 million Commonwealth grant as a direct response to the Royal Commission (ABS 2004c). In 2000, the ABS established the National Aboriginal and Torres Strait Islander Social Survey as an ongoing six-yearly survey that comprised one element in a much broader Indigenous statistics strategy. Other elements in this strategy include:

- a six-yearly national survey of the health of Indigenous people
- continued improvements to the enumeration of Indigenous people in the population census
- further work to improve the identification of Indigenous people in administrative collections, and
- further improvements to population estimates and projections.

At the time of writing, the 2004–05 National Aboriginal and Torres Strait Islander Health Survey, which had a sample size similar to that of the 2002 NATSISS, has already been enumerated and first results are due to be released early in 2006.

ABS statistical activity

Cultural considerations, the geographical location of Indigenous people and policy requirements influence the statistical activity of the ABS with regard to Australia’s Indigenous population. Some of the developments in statistical activity over the past 10 years include:

- improvements in the quality, analysis and availability of information about Indigenous people from the five-yearly population census
• implementation of a regular cycle of household surveys of the Indigenous population, alternating every three years between a survey of social circumstances and a health survey
• the Community Housing and Infrastructure Needs Survey, funded by the Australian Government Department of Family and Community Services, which is now conducted in conjunction with preparations for the five-yearly population census
• progressive implementation of consistent standards of Indigenous identification in administrative data sets
• production (with the Australian Institute of Health and Welfare) of the biennial report *The Health and Welfare of Australia’s Aboriginal and Torres Strait Islander Peoples* (ABS cat. no. 4704.0), and
• improved quality and availability of Indigenous population estimates and projections.

As part of its survey activity, ABS undertakes extensive consultation with government agencies, Indigenous people, Indigenous organisations and researchers. This takes the form of bilateral agency consultations, survey reference groups, direct community consultations and topic-focused working groups. In addition, the ABS is currently implementing an initiative to increase its engagement with Aboriginal and Torres Strait Islander communities.

Under its Indigenous Community Engagement Strategy, ABS has recruited State/Territory-based Indigenous engagement managers to provide an ongoing communication channel with discrete communities, community groups and organisations. Indigenous engagement managers will take a leadership role with Indigenous enumeration in the census and relevant ABS surveys. They are also undertaking dissemination and training activities, such as returning information to communities and Indigenous organisations in their preferred format and in ways that support the use of statistics for their own purposes.

**The 2002 NATSISS**

The 2002 NATSISS was designed to provide information on the social circumstances of Indigenous people relevant to Indigenous stakeholders and policy researchers. Like the General Social Survey of the total population, the NATSISS is a multi-dimensional survey covering a wide range of areas of social concern, with the capacity to enable analysis of interactions among different topics, including the analysis of multiple disadvantage. The 2002 NATSISS was designed to measure selected changes over time (since 1994) and to allow for comparisons with the circumstances of the non-Indigenous population. To enable this, the survey questionnaire had about a 50 per cent content overlap with the 1994 NATSIS and considerable overlap with the 2002 GSS (ABS 1995, 2003b).
It also included new material, for example, on disability, incarceration and age at first formal charge.

Sample design

The 2002 NATSISS was designed to provide reliable estimates at the national level and for each of the eight Australian States and Territories. In addition, the Torres Strait Islander population was over-sampled in order to produce data for the Torres Strait area and the remainder of Queensland. The sample was spread across the States and Territories in order to produce estimates that would have a relative standard error (RSE) of no greater than 20 per cent for characteristics that are relatively common in the Indigenous population; for example, characteristics that at least 10 per cent of the population would possess.

The 2002 NATSISS incorporated two broad samples that together comprised about 9400 people in 5900 households and covered all areas of Australia. The first was a random sample of about 2100 people in discrete Indigenous communities, predominantly in remote areas. Discrete communities in Queensland, South Australia, Western Australia and the Northern Territory were included in this sample. The second was a random sample of about 7300 people in so-called ‘non-community’ areas drawn from major cities, regional and remote areas in all States and Territories. The two samples were designed separately, with each involving a multi-stage sampling process. Overall, the 2002 NATSISS sampled one in 30 of the total Indigenous population (see Table 3.1).

<table>
<thead>
<tr>
<th>Table 3.1. Sample size, 2002 NATSISS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>New South Wales</td>
</tr>
<tr>
<td>Victoria</td>
</tr>
<tr>
<td>Queensland</td>
</tr>
<tr>
<td>South Australia</td>
</tr>
<tr>
<td>Western Australia</td>
</tr>
<tr>
<td>Tasmania</td>
</tr>
<tr>
<td>Northern Territory</td>
</tr>
<tr>
<td>Australian Capital Territory</td>
</tr>
<tr>
<td>Australia</td>
</tr>
</tbody>
</table>

a. Comprises major cities, inner regional and outer regional areas.

b. Comprises remote and very remote areas.

Source: The 2002 NATSISS MURF

In 2002, survey content and methodology were specifically designed to take account of the different circumstances of Indigenous people in remote communities and non-remote areas. In the community sample, the standard household survey approaches were modified as a result of pre-testing, to
accommodate language and other issues associated with the geographic remoteness of these communities. ABS interviewers were accompanied by local Indigenous facilitators who assisted in the conduct and completion of the interviews. In the community sample, interviewers used a pen and paper interview (PAPI) questionnaire, while in the non-community sample interviews were conducted predominantly using Computer Assisted Interviewing (CAI).

While PAPI was only used in the four jurisdictions (Queensland, South Australia, Western Australia and the Northern Territory) that had households in the community sample, about half of the national sample of 4100 people surveyed in remote/very remote areas were interviewed using CAI and half using the PAPI form. Of the 1600 people surveyed in the remote component, just over two-thirds were interviewed using CAI, whereas of the 2500 people in the very remote component, two-thirds were interviewed using PAPI (see Fig. 3.1). Use of PAPI varied from 30 per cent of the total remote samples in South Australia and Western Australia to nearly 50 per cent in Queensland and almost 100 per cent in the Northern Territory.

While wording was modified in the PAPI questionnaire, most underlying concepts remained consistent with those in the CAI questionnaire. Data items or output categories that were specific to either PAPI or CAI, such as some output associated with disability status, are identified in the main ABS publication and in the documentation for the CURF.

**Figure 3.1. Form type by area, 2002 NATSISS**

![Chart showing form type by area](chart.png)

Source: The 2002 NATSISS MURF.
Comparison between 1994 and 2002 survey methodologies

Scope

The 2002 NATSISS collected information from a maximum of three people aged 15 years or over in each selected private dwelling. The 1994 survey collected information from people in non-private dwellings, such as hospitals and prisons, as well as from people in private dwellings. In addition, the 1994 survey collected information about each person, including children, in each selected private dwelling.

The selection, for the 2002 NATSISS, of a sub-set of residents of a dwelling was designed to manage the provider load on any one household. The detailed questionnaire for this survey would otherwise place a burden on large households. Some information was collected from a household spokesperson on the composition of the entire household, including information on the number of children, so that households with children can be identified in output.

The restriction of the number of people sampled from any one household enabled the total 2002 survey sample to be spread across a large number of households. The 1994 survey sampled 17 800 people in total, 9400 of whom were aged 15 years or over and resident in 4000 private dwelling households. The 2002 NATSISS sampled about the same number of people aged 15 years or over in 5900 households. As a result, the 2002 NATSISS was less clustered than the 1994 survey and there were consequent reductions in sampling error.

While people in non-private dwellings may have characteristics that are different from the rest of the population overall, their exclusion from the 2002 NATSISS was judged to have only a minimal effect on the representativeness of results. By restricting the sample to private dwellings only, a larger number of people could be sampled within the survey budget. Also, the size of the population in non-private dwellings is relatively small. Based on census results, about 4 per cent of the Indigenous population may be resident in non-private dwellings at any point in time.

In addition, there is now a much broader range of administrative statistics available on people in prisons and other corrective service institutions than was available in 1994. In conjunction with the corrective service sector, the ABS publishes information on Indigenous people in prison from the annual prisoner census and quarterly movements in the population in corrective service institutions (ABS 2004e). Furthermore, in recognition that the prisoner population is not static, the 2002 NATSISS collected retrospective information from those respondents who had been incarcerated in the previous five years.

In all data comparisons between the 1994 and 2002 surveys that have been published by the ABS, the population of the 1994 survey has been restricted to
align exactly with the 2002 population, namely people aged 15 years and over living in private dwellings.

**Geography**

The 2002 NATSISS was designed to produce reliable estimates for all eight Australian States and Territories, resulting in higher quality estimates at the State and Territory level (particularly for Victoria and the Australian Capital Territory) than was the case for the 1994 survey (e.g. see the employment data in Fig. 3.2). In addition, robust estimates by ABS remoteness categories are available at the national level. While the 2002 survey was not designed to produce other regional data, reasonably robust estimates for some data items for some ATSIC regions can be produced. In contrast, the 1994 sample was spread across the then 35 ATSIC regions and the Torres Strait area to provide some estimates for each region. Under the 1994 strategy, estimates at the regional level were nevertheless associated with relatively high sampling errors.

**Figure 3.2. Mainstream employment by State, 1994 and 2002**

![Graph showing mainstream employment by State for 1994 and 2002.]

Source: The 1994 NATSIS MURF and 2002 NATSISS MURF.

**Content**

In designing the 2002 NATSISS questionnaire, ABS was responding to user expectations that the survey achieve both of the following:

1. Measure the social circumstances specific to Aboriginal and Torres Strait Islander people throughout Australia.

2. Provide valid measures of comparison with the circumstances of the non-Indigenous population. While there was generally a high degree of overlap between the topics covered in the 2002 NATSISS and those in the 1994 survey, there were some differences in question wording to align the 2002 survey more
closely with the 2002 GSS and with other ABS surveys. As a result, some changes were made to the education and employment modules that were used in 1994.

**Statistics for policy**

Initial results from the 2002 NATSISS were released in the *National Aboriginal and Torres Strait Islander Social Survey 2002* (ABS 2004c) and a series of web-based State and Territory spreadsheets (www.abs.gov.au). These releases covered topics as diverse as family and culture, health, disability, education, work, income and housing, law and justice, information technology and transport.

In response to the expectations of policymakers and researchers, the ABS has undertaken a range of initiatives to provide users not only with relevant statistics, but also with associated information about the quality of those statistics. In particular, ABS has calculated precise estimates of sampling error for 2002 NATSISS data using a grouped jack-knife methodology based on partitioning the primary sample into 250 cross-sectional groups (Wolter 1985). Estimates of relative standard errors have been released for all data shown in the main summary of findings report and in the web-based output at State and Territory level. The 250 replicate weights used in the jack-knife methodology are available on the CURF. Further, the results of tests of statistical significance are shown in selected tables in the main report and web-based spreadsheets, to inform users of the statistical significance of differences between estimates, for example in the measures of change over time or between the Indigenous and non-Indigenous populations.

Since the Indigenous population has a younger age structure than the non-Indigenous population, use of age-standardisation is sometimes appropriate when comparing estimates from the two populations. In the national report, age-standardisation was used for health, employment, law and justice, and information technology items, as these data items were judged to be associated with age in ways that warranted this statistical technique.

Responding to user demand for unit record data in order to facilitate more flexible and detailed analysis of survey files, the ABS developed the RADL in 2004. This facility allows users to access CURFs over the web. By maintaining the data file within the ABS computer environment and monitoring its use by researchers, the ABS is able to provide a more expanded data file than would be possible if the CURF was released on CD-ROM. While universities have access to CURFs via the RADL under an arrangement between the ABS and the Australian Vice-Chancellors’ Committee, other agencies and researchers can purchase a licence to access CURFS via the RADL (i.e. over the web).

The 2002 NATSISS CURF contains a higher degree of disaggregation than the 1994 survey CURF. In particular, the 2002 NATSISS CURF includes geographic
items by State/Territory as well as by remoteness area. For more information, see the National Aboriginal and Torres Strait Islander Social Survey CURF Technical Paper (ABS 2005b).

The strength of the 2002 NATSISS data set is that the broad range of socioeconomic variables enables the exploration of associations among different outcomes, including analysis of multiple disadvantage. To this end, the ABS is engaging in a number of collaborative research projects to examine different topics, including self-assessed health, victimisation and cultural issues.
4. Selected methodological issues for analysis of the 2002 NATSISS

Nicholas Biddle and Boyd Hunter

The most commonly used data for information on Indigenous Australians is the Census of Population and Housing. The five-yearly census allows us to generate reasonably reliable social statistics about Indigenous people as a by-product of the introduction, in 1971, of a question which asked whether people identify as Indigenous. However, the census is a blunt instrument that is designed primarily to count the national population rather than to measure and track changes in complex socioeconomic conditions of population sub-groups. Furthermore, census questions are limited in their number and scope by the exigencies and costs involved in collecting information from the entire population. Surveys are more flexible and cost-effective instruments for collecting a wide range of information, even though the resulting data is subject to sampling error.

In 1991 the Royal Commission into Aboriginal Deaths in Custody recommended a national survey of the Indigenous population. It was the dearth of information with which to inform the Royal Commission that resulted in the first NATSIS in 1994. This survey provided the first nationwide inter-censal estimates of Indigenous socioeconomic status.

The 2002 NATSISS is the second major nationwide survey specifically targeted to collect a large range of information on Indigenous Australians. Carried out between August 2002 and April 2003, it collected information from 9359 individuals aged 15 years and over from 5887 households. Some of the information had never been collected before for the Indigenous population, whereas a number of the questions were broadly comparable to the 1994 NATSIS.

The 2002 survey was also conducted more or less concurrently with the 2002 General Social Survey (GSS) which collected information about the total adult Australian population (the Indigenous and non-Indigenous populations are not separately identifiable in the GSS). Many of the data items in the 2002 NATSISS are comparable with the GSS, but the GSS did not collect information in very remote areas and was limited to individuals 18 years and over.

The ABS has a program (or cycle) of Indigenous household surveys, with the next NATSISS survey scheduled for 2008. Other ABS data collections with significant Indigenous components planned before then are the 2004–05 Indigenous Health Survey, the 2006 Community Housing and Infrastructure
Needs Survey (CHINS) and, of course, the 2006 Census of Population and Housing.

The NATSISS survey was designed to ‘enable analysis of the interrelationship of social circumstances and outcomes, including the exploration of multiple disadvantage’ (ABS 2005c: 1). Information is provided across a range of topics:

- demographic characteristics of the individuals and household and geographic characteristics of the area in which they live
- cultural and language information and the family and community context
- health and disability
- education participation and achievement
- employment
- income, housing and financial stress, and
- information technology, transport and law and justice.

This chapter seeks to outline a number of the methodological issues concerning the 2002 NATSISS, with a particular focus on helping readers of this monograph understand the remainder of the empirical results and analysis presented. The next section will outline the survey methodology, including the scope, sample selection and survey design and implementation. Section 3 will provide an overview of some of the potential issues one might need to take into account in an empirical analysis of the NATSISS, while section 4 will provide a brief critical analysis of the existing ABS outputs from the 2002 NATSISS. Finally, section 5 will summarise and highlight the main implications of this chapter.

**Survey methodology**

**Scope of the survey**

The 2002 NATSISS collected information from Indigenous Australians aged 15 years and older who were usual residents in private dwellings at the time of the survey. In line with standard ABS household survey scope, it excludes visitors to the randomly selected private dwellings.¹ The survey was carried out across Australia with the aim of collecting enough information to make conclusions at either the State/Territory level or by the Australian Standard Geographic Classification (ASGC) remoteness classification.² The coverage of the 2002 NATSISS data is different to the GSS (which only collected information on people aged 18 and over in private dwellings) as well as the 1994 NATSIS (which collected information from people aged 13 years and over in both private and non-private dwellings).

---

¹ Some information may have been collected from these visitors if their usual residence was also selected as part of the collection.
² All geographic definitions of remoteness in this paper are based on the ASGC remoteness structure.
The difference in age structures is reasonably easy to take into account by re-weighting, though it should always be kept in mind during comparative analysis. However, given that the 2002 NATSISS did not collect information on people in non-private dwellings, differential coverage may be more problematic when making comparisons with the 1994 NATSIS or the 2001 Census, or when drawing conclusions about the total Indigenous population. Non-private dwellings include hotels, motels, hostels, hospitals, short-stay caravan parks and—perhaps most importantly—prisons and other correctional facilities. Such dwellings can be identified in both the 1994 NATSIS and the 2001 Census.

According to the ABS (2005c), at 31 December 2002 there were an estimated 19,320 Indigenous people living in non-private dwellings, or about 4 per cent of the entire Indigenous population. The following discussion gives some information from the 1994 NATSIS on people who were usual residents of non-private dwellings. The sample size is 375 adults.

By definition, all prisoners in the 1994 NATSIS data were in non-private dwellings. Biddle and Hunter (2004) provided a profile of Indigenous people in non-private dwellings using the original weights for the 1994 NATSIS. Residents of non-private dwellings were more likely than Indigenous residents in private dwellings to have been arrested in the last five years. They were also concentrated outside capital cities, and were more likely to be male and young. Also, a higher percentage of respondents from non-private dwellings were taken from their natural families. Without access to accurate sampling errors for the 1994 NATSIS data, it is difficult to definitively claim that the differences between private and non-private dwellings are significant. However, it seems reasonable to assert that the people living in private and non-private dwellings are drawn from different populations.

Therefore, when statements are made regarding data from the 2002 NATSISS, it may not always be appropriate to say ‘the Indigenous population has a given characteristic’ but rather make a more qualified statement about ‘the Indigenous population living in private dwellings’ or, if referring to law and justice data, ‘that portion of the Indigenous population that is not currently in prison or other non-private dwelling’.

Given the substantial growth in the Indigenous population since 1994, it is important that comparisons between the 1994 and 2002 surveys use the re-weighted 1994 data set (when the ABS makes it available as a CURF). Customised cross-tabulations provided by the ABS will use the re-weighted data as a matter of course.

**Sample selection and survey design**

The overall sample was spread across States/Territories in order to produce estimates that have a relative standard error of no more than 20 per cent for
characteristics that are relatively common in the Indigenous population (for example, that at least 10% of the population would possess). However, there were two components to the 2002 NATSISS sample designs. The first (in parts of Queensland, South Australia, Western Australia and the Northern Territory) was based on a sample of discrete Indigenous communities and the outstations associated with them. This is the Community Area (CA) sample. In the remainder of these four States and Territories, as well as in all of New South Wales, Victoria, Tasmania and the Australian Capital Territory, the survey methodology and sample design was somewhat different. The data from these other areas are described as the Non-Community Area (NCA) sample. Around 30 per cent of the sample came from the CAs and 70 per cent from the NCAs. Those in NCAs were interviewed using Computer Assisted Interviewing, whereas those in CAs were interviewed using a pen and paper interview.

The differences between survey questions and survey technique raise one of the most important issues for people analysing 2002 NATSISS data. Before documenting such issues, it is also necessary to briefly discuss how individuals were selected in each of the two types of areas.

The CA sample was obtained from a random selection of discrete Indigenous communities and outstations. The sample frame used to design the survey was based on both 2001 Census counts, and information collected in the 2001 CHINS (ABS 2005c: 4). Once the communities had been selected, a random selection of dwellings was made.

Dwellings—and therefore individuals—in NCAs were selected using a stratified multi-stage area sample based on the 2001 Census. A random selection of dwellings within selected census Collection Districts (CDs) was then screened to assess their usual residents’ Indigenous status. An insufficient number of households with Indigenous Australians was initially collected, so additional CDs were sampled during February to April 2003.

Before moving on to the CA and NCA survey design, it is important to make clear the difference between the CA sample and the concept of remote areas. The sampling in non-remote areas (i.e. major cities, inner regional and outer regional areas) was carried out entirely under the NCA methodology. This included 5242 of the surveyed individuals.

In remote areas (which includes the remote and very-remote Accessibility/Remoteness Index of Australia classifications), both CA and NCA sampling methodology was used. Remote areas that were not identified as ‘discrete communities’ used the same sampling methodology and interviewing techniques as were used in non-remote areas (i.e. the NCA methodology). In remote areas where NCA methods were used, there were 1997 respondents. In discrete communities and outstations, CA sampling was used, with information collected on 2120 individuals. Although the distinction between CAs and remote
areas is not entirely clear in published record to date, according to correspondence with the ABS, the majority of those collected under the CA sample were from very remote areas rather than remote areas.

**Questionnaire design and output**

The questionnaire for the 2002 NATSISS was designed with the assistance of a special advisory group. Although the questions in the CAs and NCAs were broadly similar, there were still differences in what was asked, and the way the data was presented for publication by the ABS. The variables that were affected by such decisions are listed in Table 4.1 and can be classified into three main categories: those that were collected in both CAs and NCAs but that have different output categories; those collected in NCAs only; and those collected—but not released—in remote areas.
### Table 4.1. Differences in data collection in CA and NCA areas

<table>
<thead>
<tr>
<th>Variable</th>
<th>Restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main reason for last move</td>
<td>Collected in both NCAs and CAs, with different categories outputted in remote areas</td>
</tr>
<tr>
<td>Type of stressor in last 12 months</td>
<td></td>
</tr>
<tr>
<td>Type of social activities in last three months</td>
<td></td>
</tr>
<tr>
<td>Presence of neighbourhood/community problems</td>
<td></td>
</tr>
<tr>
<td>Neighbourhood/community problems</td>
<td></td>
</tr>
<tr>
<td>Whether used formal child care in last four weeks</td>
<td></td>
</tr>
<tr>
<td>Type of child care used in last four weeks</td>
<td></td>
</tr>
<tr>
<td>Main reason for not using (more) formal child care in last four weeks</td>
<td></td>
</tr>
<tr>
<td>Type of organisation undertook unpaid voluntary work for in last 12 months</td>
<td></td>
</tr>
<tr>
<td>Disability status</td>
<td></td>
</tr>
<tr>
<td>Tenure type</td>
<td></td>
</tr>
<tr>
<td>Type of major structural problems</td>
<td></td>
</tr>
<tr>
<td>All sources of personal income</td>
<td></td>
</tr>
<tr>
<td>Principal source of personal income</td>
<td></td>
</tr>
<tr>
<td>Where used computer in last 12 months</td>
<td></td>
</tr>
<tr>
<td>Where used internet in last 12 months</td>
<td></td>
</tr>
<tr>
<td>Modes of transport</td>
<td></td>
</tr>
<tr>
<td>Type of legal services used</td>
<td></td>
</tr>
<tr>
<td>Attendance at cultural events in last 12 months*</td>
<td>Collected in NCAs only</td>
</tr>
<tr>
<td>Self-assessed health*</td>
<td></td>
</tr>
<tr>
<td>Type of government pension/allowance (auxiliary)*</td>
<td></td>
</tr>
<tr>
<td>Whether working telephone at home*</td>
<td></td>
</tr>
<tr>
<td>Whether has an education restriction</td>
<td></td>
</tr>
<tr>
<td>Whether has an employment restriction</td>
<td></td>
</tr>
<tr>
<td>Disability type</td>
<td></td>
</tr>
<tr>
<td>Multiple job holder</td>
<td></td>
</tr>
<tr>
<td>Cash flow problems</td>
<td></td>
</tr>
<tr>
<td>All types of cash flow problems</td>
<td></td>
</tr>
<tr>
<td>Number of types of cash flow problems</td>
<td></td>
</tr>
<tr>
<td>Whether ever used substances</td>
<td>Collected, but not released in remote areas</td>
</tr>
<tr>
<td>Type of substances ever used</td>
<td></td>
</tr>
<tr>
<td>Whether used substances in last 12 months</td>
<td></td>
</tr>
<tr>
<td>Type of substances used in last 12 months</td>
<td></td>
</tr>
</tbody>
</table>

Source: ABS (2004d)

Notes: An * refers to variables where the only difference between the CAI and PAPI samples is the presence or absence of a ‘not stated’ option.

For those variables in the first part of the table, it is not always clear, from the published record, why the ABS chose different output categories in remote and non-remote areas. After reading the questionnaires and through correspondence with the ABS, it would appear that for these questions, a reduced set of options was available to interviewees. It also seems that this was done mainly because the ABS, on advice from stakeholders and their testing processes, felt that these options would not be relevant to those living in CAs, so the benefits of having a more streamlined survey could be gained without adversely affecting the quality of the survey. However, the ABS needs to be clearer and more transparent about how it came to the conclusion that these particular variables needed...
different data outputs, and hence potentially limited the ability to use such data items with total confidence.

For example, full information on where computers and internet were used in the last 12 months is not available in remote areas. The missing category was internet/cyber cafes. While it could be argued that there are no internet cafes in CAs, it presumes that community residents are not mobile and have not visited urban settings where such cafes may exist. If the ABS has information that this is the case, then it needs to be made clear. Even though it should be acknowledged that the final survey content for CAs were a product of advice from ABS stakeholders and testing which identified items that were either inappropriate or did not work in the household interview environment in CAs, the ABS does not necessarily provide the level of detail that more sophisticated users may require (e.g. ABS 2004c: 20–26).

The second category of variables in Table 4.1 is those that were collected in NCAs, but not in CAs. Obviously, the structure of the survey prevents comparisons for these variables, but it is worth a brief reflection on why these decisions may have been made. For example, it is unlikely that many respondents held more than one job in CAs, so it does not make much difference that there is no relevant data in such areas. With respect to the lack of cash flow data in CAs, it is arguable that the notions of cash flow and poverty differ in remote and non-remote areas, so will differ between CAs and NCAs (Altman & Hunter 1998). Once again, though, it would be useful for the ABS to publish why such decisions were made without requiring analysts to speculate themselves, with incomplete information.

The disability variables warrant special mention, as quite different variables were constructed for the NCA and CA samples. As a result of field testing and consultative processes, data items and questions for a range of topics, including disability, were modified to take account of language and particular circumstances of people living in very remote communities. In addition, Indigenous stakeholders advised that attempts to measure psychological disabilities in remote communities required development of an appropriate instrument sensitive to the circumstances of people in these areas. The interim instrument developed by the ABS and used with Indigenous stakeholder endorsement in the recent 2004–05 National Aboriginal and Torres Strait Islander Health Survey is the initial response to that requirement. In the longer term, a culturally appropriate social and emotional wellbeing question module is being developed by Indigenous stakeholders.

Full disability was collected in NCAs, and this is comparable to data items in the GSS. A modified set of disability questions that did not include psychological disability was collected in CAs. This question was combined with the relevant options from the NCA sample to create a new variable which can be used across both samples (see ABS 2005c), though not in comparative analysis with the GSS.
While the different nature of the labour markets in remote and non-remote areas may mean that comparative data on education and employment restrictions caused by a disability may not be very meaningful (that is, given the binding constraints evident in the lack of employment prospects outside the CDEP scheme), this issue must still be of concern for the remote areas using NCA methodology.

The last category in Table 4.1 is the substance use variables for which data was collected but not released in remote areas. The relevant questions in the 2002 NATSISS were based on the National Drug Strategy Household Survey (NDSHS) and had a response rate of over 90 per cent. In NCAs, a voluntary self-enumerated form was used to collect this information, whereas in CAs, respondents were required to respond verbally to questions asked by an interviewer. The low prevalence of substance use reported in CAs has been assumed, by the ABS, to be the result of the use of direct questioning in CAs (ABS 2005c). It is further assumed that this led to a significant adverse effect on both the level of response and the quality of responses to questions on substance use. For this reason, information on substance use in remote areas was considered to be unreliable and has not been released.

**Interviewing techniques**

Not only were some of the questions different in the CAs and NCAs, so too were the interviewing techniques. As indicated above, interviews in NCAs were conducted using a CAI where interviewers use a notebook computer to read the questions and to record the data gathered. If respondents were asked to choose from a range of options, then prompt cards were used. For the substance use questions, a voluntary self-enumerated form was used with a response rate of 90 per cent.

In CAs, the surveying techniques were modified to take into account the cultural and language differences predicted for these areas. Firstly, the interviewing was conducted by more traditional pen and paper interviews. In addition, Community Information Forms (CIFs) were used to collect information about the community from the local council office. In every community, Indigenous facilitators were used to improve the validity of the data. However, not all interviews in CAs were conducted in the presence of facilitators. These facilitators ‘explained the purpose of the survey to respondents, introduced the interviewers, assisted in identifying the usual residents of a household and in locating residents who were not at home, and assisted respondents in understanding questions where necessary’ (ABS 2005c).

While the *differential* use of facilitators may have introduced potential interviewer bias in the response to some of the questions, accurate records were not kept by the ABS as to when facilitators were used. This means it is not possible to control
the analysis of 2002 NATSISS for the effect of the presence of facilitators. However, it is still important to appreciate the relative importance of so-called ‘non-sampling error’ (which includes interviewer bias when facilitators are and are not present) and sampling error (which is present, to a greater or lesser extent, in all survey data).

**Remote/non-remote and CA/NCA**

The issue of remote/non-remote and CA/NCA is a confusing one, especially with regard to analysis of the CURF. The biggest issue is that on the CURF, those 1997 individuals in remote areas collected under the NCA methodology cannot be distinguished from those 2120 who were collected under the CA methodology. This is problematic when the questions asked across the two methodologies are quite different. Consider the question used to obtain information on whether a person was a victim of assault. In the NCA sample, the person was asked, ‘In the last 12 months, did anyone, including persons you know, use physical force or violence against you?’ In the CA sample, on the other hand, the person was asked, ‘In the last year, did anybody start a fight with you or beat you up?’

There can be arguments made for or against the results from the two questions being comparable or not. However, from a methodological point of view, the point is that it is impossible for analysts using the CURF data to make that decision themselves. To repeat, users of the CURF are unable to identify whether people were surveyed under the NCA or CA sample, only whether they lived in remote or non-remote areas. The ABS does have such information available on the 2002 NATSISS MURF, and it may be possible for analysts to access it through customised tables. Ultimately, it is up to users as to whether they need to pursue such options to investigate data quality issues in greater detail.

**Sampling and non-sampling issues**

This section looks at a number of issues one must take into account when analysing the 2002 NATSISS or when interpreting results published elsewhere. It begins with a discussion of sampling error and non-sampling error so that analysts appreciate the relevant issues when interpreting the data. The section then benchmarks data from the 2002 NATSISS to other comparable sources. The remainder of the section then looks at a number of non-sampling issues which arise when comparing data items through time, comparing data to other contemporary sources, or interpreting results from ABS publications. These issues are not necessarily all the potential pitfalls involved with analysing the data. Rather, this section uses several examples in an attempt to highlight that analysts need to be aware of the context of the survey before making conclusions based on the data.
Sampling error arises from the fact that samples differ from their populations in that they are usually small sub-sets of the total population. Therefore, survey sample results should be seen only as estimations. Henry (1990) note that sampling errors cannot be calculated for non-probability samples, but they can be determined for probability samples, such as the 2002 NATSISS. First, to determine sample error, look at the sample size. Then, look at the sampling fraction—the percentage of the population that is being surveyed. The more people surveyed, the smaller the error. This error can also be reduced, according to Fox and Tracy (1986), by increasing the representativeness of the sample.

The 2002 NATSISS gathered information from 9359 Indigenous Australians. This was estimated to represent about 1 in 30 Indigenous Australians aged over 15 at the time of the survey (ABS 2005c). Such a large sample allows reasonably accurate inferences to be made about the population as a whole, as is shown by the quite similar results from 2002 NATSISS and other data sources (for which sampling error is not an issue). For example, the number of CDEP participants as recorded by the 2002 NATSISS is almost identical to administrative records (2005c: 27). However, irrespective of the concordance of results with administrative or population data sources, all data in the 2002 NATSISS is subject to sampling error and hence analysts must be aware of the reliability of estimates.

A standard error is the extent to which we expect a calculation from a sample of individuals to differ from what the same calculation would be if we had information for the whole population. Alternatively, it can be thought of as the amount of variation around the estimated value due to the fact that only a sample of people was taken.

Fortunately, sampling error can be quantified with reasonable accuracy. To the credit of the ABS, and in comparison to previous surveys, information is now given in the survey publications and CURF to enable outside users to make their own estimates of the possible sampling error. Therefore, in contrast to much of the existing analysis of the 1994 NATSIS, it is now possible to put some figures around how confident we can be about certain conclusions we make from the data. That is, we are able to calculate the standard error of an estimate.

Standard errors for estimates of means and proportions can be used in two ways: constructing confidence intervals and performing hypothesis tests. Strictly speaking, a confidence interval refers to what one would expect to occur under repeated sampling. So, a 95 per cent confidence interval means that, if a given value was the true population value, then in 95 per cent or 19 out of 20 repeated

---

3 The ABS is attempting to calculate replicate weights for the 1994 NATSIS CURF. This is a non-trivial exercise that has been facilitated by the development of computing processing since 1994 and driven, in part, by the increasing sophistication of users.
samples, we would expect the estimated value from a sample to lie within the range of the confidence interval. Although it is not strictly true, a 95 per cent confidence interval can also be thought of as the area bounding an estimate within which there is only a 5 per cent chance that the true population percentage is outside this range (but a sample of this size came up with the estimate that it did).

Instead of putting a range around the estimate, we may also want to test whether a certain estimate is different from another value. This value may be one we come up with, or another estimated value from the survey. To see whether this difference is significant in a statistical sense, a researcher can perform a hypothesis test. They would come up with a hypothesis, and then decide whether they can or cannot reject this hypothesis based on the estimated value from the sample, and the associated standard error. Note that one can only say conclusively that the population value is not a given percentage, never equivocally that it is.

There are three main ways in which one can estimate standard errors and hence estimate confidence intervals or perform hypothesis tests. Firstly, the ABS provides an approximation of the standard errors in tabular form which can be used with an Excel spreadsheet created by CAEPR for this conference. Secondly, the ABS provides a spreadsheet for estimates from the initial results publication that gives (relative) standard errors. Users can perform their own calculations with these estimates. Finally, on the CURF there are replicate weights that can be used to construct exact estimates of standard errors which users can then use to perform hypothesis tests.\(^4\) There are formulas for deriving standard errors from replicate weights provided in ABS (2005c: 19).

**Benchmarking 2002 NATSISS data against population estimates in the 2001 Census**

This section benchmarks some selected results from the 2002 NATSISS using similar data from the 2001 Census to provide an indication of the underlying population estimates. The census estimates are calculated using almost the entire Indigenous population (i.e. less a relatively small undercount), and hence are reasonably reliable (from a sampling point of view). As indicated above, 2002 NATSISS data have sampling error associated with them, and hence the benchmarking exercise uses standard errors to calculate the 95 per cent confidence intervals around the results. These confidence intervals are represented as ‘whiskers’ around the 2002 NATSISS estimates in the following figures.

Strictly speaking, one should only compare 2002 NATSISS results to private dwellings in the census. However, the non-private dwelling estimates are also

\(^4\) These replicate weights have the added benefit of being useful in calculating standard errors for estimates from regression style models that take into account the design of the survey.
presented to allow us to see who is missing from the sample. Figure 4.1 shows the proportion of the population aged 15 and over with various levels of attainment at secondary school in non-remote areas. Figure 4.2 illustrates the same results for remote areas.

Residents in non-private dwellings in both remote and non-remote areas appear to be more heterogeneous than those in private dwellings. That is, non-private dwellings are more likely to contain both people who did not go to school and people who have Year 12 or equivalent. This reflects the fact that non-private dwellings include a diverse range of residences: prisons and hostels that contain a disproportionate number of people who are extremely disadvantaged; and nursing homes and hotels that may include people with better access to resources (e.g. people with later-year secondary qualifications).

**Figure 4.1. School attainment in non-remote areas, 2001 and 2002**

![Bar chart showing school attainment in non-remote areas, 2001 and 2002.](image)

Source: Customised cross-tabulations.
In non-remote areas, it would appear that compared to the census, 2002 NATSISS had slightly lower completion rates for the later years of schooling. That is, there was a significantly lower proportion of Indigenous residents in private dwellings who have completed Year 11 or Year 12, no significant difference between those who completed Year 10 or Year 9, and a significantly higher proportion who were reported to have completed Year 8 or less (all at the 5% level of significance). 2002 NATSISS respondents were significantly more likely to be at school but less likely to have not gone to school at all.

In remote areas, there appeared to be less systematic variation. There is no significant difference between 2002 NATSISS estimates and private dwellings in the census for Still at school, Year 8 or below, Year 10, and Year 11. However, there was a significant difference between 2002 NATSISS and comparable census results for Year 12, Year 9 and for ‘Did not go to school’.

Figures 4.3 and 4.4 report labour force outcomes in the 2001 Census and 2002 NATSISS, once again presented for non-remote and then remote areas. Residents of non-private dwellings tend to have lower labour force participation rates than those in private dwellings, despite the apparent heterogeneity noted above. This probably reflects that being in jail and nursing homes tends to constrain an individual’s opportunities to work or look for employment, irrespective of whether they completed the later years of secondary school.
In non-remote areas, the proportion employed in the 2002 NATSISS is not significantly different from the 2001 Census estimates for private dwellings. However, compared to the census, more NATSISS respondents are classified as unemployed, but fewer are classified as being not in the labour force. This could either represent a change in the outcomes over time, seasonality differences caused by the respective collections occurring at different times in the year, or the greater opportunity within a face-to-face interview to clarify what is meant by unemployment.

In remote areas, there appears to have been a shift from respondents being not in the labour force in the census to being employed in the 2002 NATSISS. This
apparent shift occurs despite the fact that 2002 NATSISS provides accurate estimates of CDEP scheme employment that is disproportionately concentrated in remote areas. Once again, it is unclear as to whether the difference between 2002 NATSISS and the census is a result of differential timing of the collections (although the magnitudes make that unlikely) or a greater chance of clarification in a face-to-face interview compared to the largely self-enumerated census. What we do know, though, is that the differences we have reported in the labour market and educational status are unlikely to have been caused by sampling error alone.

Notwithstanding this, overall there appears to be less difference between the labour force status estimates from the 2002 NATSISS and the adjacent census than was evident in the 1994 NATSIS. Hunter and Taylor (2001) showed that there was a substantially higher employment and unemployment rates in the earlier survey when compared to the 1996 Census. While participation rates were again higher when survey methodology was used in 2002, unemployment-to-population ratios were less different in 2002 than they were in 1994. Indeed, unemployment ratios in remote areas were not significantly different in the 2002 NATSISS and the census. This may reflect the fact that the estimates of CDEP scheme employment appeared to be accurately measured in the 2002 NATSISS, and consequently there was less scope for mis-classification of CDEP scheme employment as unemployment.

Benchmarking these variables showed a number of differences that are unlikely to have been explained by sampling error alone. Although it is only possible to speculate, these differences could have been caused by:

- the question sequencing in the two data collections
- the use of face-to-face interviewing in the 2002 NATSISS as opposed to self-reporting in the census
- real changes in the year or so between the collections, or
- differences caused by the timing of the census and the survey (i.e. seasonality).

These can all be classified, to a certain extent, as non-sampling error (either in the census or the 2002 NATSISS). Although the differences were mostly small, the remainder of this section looks at three areas where non-sampling error is perhaps a bigger issue.

**Non-sampling errors**

Non-sampling errors can be defined as errors arising during the course of survey activities rather than resulting from the sampling procedure. Unlike sampling errors, there is no simple and direct method of estimating the size of non-sampling errors.

Note that non-sampling errors can be present in both sample surveys and censuses.
errors. In most surveys, it is not practical to measure the possible effect on the statistics of the various potential sources of error arising from things other than the statistical sample. However, there has been a considerable amount of research on the kinds of errors that are likely to arise in different kinds of surveys. By examining the procedures and operations of a specific survey, experienced survey analysts may be able to assess its quality. Rarely will this produce actual error ranges, as for sampling errors. In most cases, the analyst can only state that, for example, the errors are probably relatively small and will not affect most conclusions drawn from the survey, or that the errors may be fairly large and inferences are to be made with caution. In rare instances, researchers may be able to say with some confidence in what direction the error might be.

Non-sampling errors can be classified into two groups: random errors whose effects approximately cancel out if fairly large samples are used; and biases which tend to create errors in the same direction and thus cumulate over the entire sample. With large samples, systematic errors, and resultant biases, are the principal causes for concern about the quality of a survey. For example, if there is an error in the questionnaire design, this could cause problems with the respondent’s answers, which in turn, can create processing errors, etc. These types of errors often lead to a bias in the final results and analyses. In contrast to sampling variance and random non-sampling error, bias caused by systematic non-sampling errors cannot be reduced by increasing the sample size.

Non-sampling errors can occur because of problems in coverage, response, non-response, data processing, estimation and analysis. The following discussion is adapted from an excellent exposition on the subject from the Statistics Canada web site (see the non-sampling error section of Statistics Canada 2005).

An error in coverage occurs when there is an omission, duplication or wrongful inclusion of the units in the population or sample. Omissions are referred to as under-coverage, while duplication and wrongful inclusions are called over-coverage. These errors are caused by defects in the survey frame: inaccuracy, incompleteness, duplication, inadequacy and obsolescence. There may be errors in sample selection, or part of the population may be omitted from the sampling frame, or weights to compensate for disproportionate sampling rates may be omitted. Coverage errors may also occur in field procedures (e.g. if a survey is conducted but the interviewer misses several households or people).

Response errors result from data that have been requested, provided, received or recorded incorrectly. The response errors may occur because of inefficiencies with the questionnaire, the interviewer, the respondent or the survey process. Subject matter experts are often in a good position to identify flaws in such aspects of the survey.

Poor questionnaire design is a common aspect of non-sampling error. It is essential that sample survey or census questions are worded carefully in order to avoid
introducing bias. If questions are misleading or confusing, the responses may end up being distorted.

As alluded to above, an interviewer and facilitators can influence how a respondent answers the survey questions. This may occur when the interviewer is too friendly or aloof or prompts the respondent. To prevent this, interviewers must be trained to remain neutral throughout the interview. They must also pay close attention to the way they ask each question. If an interviewer changes the way a question is worded, it may impact on the respondent’s answer.

Respondents can also provide incorrect answers by their own volition. Faulty recollections (recall bias), tendencies to exaggerate or underplay events, and inclinations to give answers that are more ‘socially desirable’, are several reasons why a respondent may provide a false answer. Individuals may conceal the truth out of fear or suspicion of the survey process and the institutions sponsoring it (i.e. governments and their agencies). Other respondent errors may arise through a failure to understand the underlying concepts or a basic lack of knowledge about the information requested.

Non-sampling errors can also arise from the survey process. Using proxy responses (taking answers from someone other than the respondent) or a lack of control over the survey procedures are just two ways of increasing the possibility of response errors. Processing errors sometimes emerge during the preparation of the final data files. For example, errors can occur while data are being coded, captured, edited or imputed. Coder bias is usually a result of poor training or incomplete instructions, variance in coder performance (e.g. tiredness or illness), data entry errors, or machine malfunction (some processing errors are caused by errors in computer programs). Sometimes, errors are incorrectly identified during the editing phase. Even when errors are discovered, they can be corrected improperly because of poor imputation procedures.

Non-response errors—another category of non-sampling error—can also result from having not obtained sufficient answers to survey questions. Complete non-response errors occur when the survey fails to measure some of the units in the selected sample. Reasons for this type of error may be that the respondent is unavailable or temporarily absent; the respondent is unable or refuses to participate in the survey; or the dwelling is vacant. If a significant number of people do not respond to a survey, the results may be biased, since the characteristics of the non-respondents may differ from those who have participated. Given the high rates of mobility among Indigenous people, it is difficult to discount these issues in the 2002 NATSISS (and indeed other surveys involving mobile populations, Hunter & Smith 2002). Taylor and Kinfu’s chapter on mobility will explore these issues in some detail.

Researchers and policy makers need to make themselves familiar with the discussion of non-sampling error in ABS (2004c: 56–7). The discussion on
imputation issues for 2002 NATSISS in ABS (2004c: 61–2) is also relevant: analysts should pay careful attention to the list of variables where imputed data was used. To summarise that discussion, a small amount of missing data was imputed for a range of educational and training variables due to errors in the CAI instrument. While the ABS has been admirably candid about non-sampling errors in their publications, it is necessary to explore a few specific examples, to assist researchers and policy-makers in interpreting 2002 NATSISS data.

Possible non-sampling issues for selected variables in 2002 NATSISS

This section looks at three sets of variables in the 2002 NATSISS for which the possibility of non-sample error is likely to be pronounced. By non-sample error, we mean aspects of the survey methodology that are likely to result in differences between results from the 2002 NATSISS and other published data. The variables examined are: hunting, gathering and fishing; substance use and high-risk drinking; and education variables. This is not an exhaustive list of variables that are potentially problematic—rather, the discussion provides several examples of some of the issues users need to be on top of when interpreting 2002 NATSISS data.

Hunting, gathering and fishing can be an important part of the social life of a person’s community, as well as their wider social relations. Although this may be true for many non-Indigenous Australians (especially in rural areas), it is particularly true for Indigenous Australians. However, for many Indigenous Australians—especially in remote areas—hunting, gathering and fishing also provide an important supplement to cash income and are hence an important part of their economic life. This is also true, although perhaps to a lesser extent, in non-remote areas (Altman, Gray & Halasz 2005).

Altman, Buchanan and Biddle’s chapter on the customary sector illustrate that the information on the customary economy in the 1994 NATSIS was potentially biased by the structure of the questionnaire. Uncertainty about the definition of voluntary work meant that many people who may have engaged in hunting, fishing and gathering probably did not indicate this—for example, in Kununurra the incidence of both variables was zero, an implausible finding. That is, there was a strong geographic correlation between the incidence of voluntary work and hunting, fishing and gathering. This is probably driven by the response to the voluntary work question, as the anthropological evidence points to the existence of substantial hunting and gathering by the Indigenous people in the area. Consequently, the 1994 measures of hunting, fishing and gathering tend to understate the extent of the customary economy.

The way in which information on hunting, gathering and fishing was collected in the 2002 survey also makes it difficult to obtain a meaningful measure of the
extent to which individuals participate in such activities. In 2002, the question was asked as part of a group cultural activity, and refers to ‘fishing or hunting in a group’. In the 1994 NATSIS, the questions were asked as part of the category of voluntary work. However, an analysis of the Wallis Lake Catchment (which covers non-remote areas of Forster/Tuncurry) showed that local Indigenous people did not necessarily see hunting, gathering and fishing as being either voluntary work or a group cultural activity (Altman, Gray & Halasz 2005).

The ABS was probably right not to include hunting, gathering and fishing as a question incorporated under voluntary work, but collecting the information as a group cultural activity is not an adequate alternative. Needless to say, given that different questions were asked in 1994 and 2002, and the fact that both were problematic, the change in hunting, fishing and gathering between the two surveys is uninformative, if not meaningless.

The scope for non-sampling error is also apparent in the substance use questions. In NCAs, these questions were asked via a voluntary self-enumerated form. Pilot testing by the ABS concluded that due to English literacy problems in CAs, better information could have been obtained by asking respondents to respond verbally to questions asked by the interviewer. However, the very low prevalence of substance use in CAs led the ABS to conclude that the information obtained was not reliable and, as such, information is only available for NCAs.

The prevalence of high-risk drinking in 2002 NATSISS is substantially lower than was found in both the 2001 NHS (conducted by the ABS) and the 1994 NDSHS, Urban Aboriginal & TSI Peoples Supplement. The NDSHS had 3000 confidential interviews from metropolitan and other urban areas.

The relatively low prevalence of alcohol abuse identified in the chapter by Brady and Chikritzhs may have been caused by the different survey methodology (e.g. populations sampled, sample size, survey method, alcohol questions). Unlike the NDSHS, the alcohol questions in the 2002 NATSISS were neither confidential nor self-completed. Although a one-to-one interview was invited, respondents often answered questions in the presence of other family members and may have been reluctant to give accurate estimates. That is, asking other members to leave the room is an implication in itself. Another issue may be recall problems when questions refer to a longer time period (e.g. 12 months rather the last two weeks).

The important issue arising from the discussion of substance abuse is that non-sampling error is likely to be particularly important when asking sensitive questions about embarrassing issues or illicit activities.

There were sequencing errors in the section of the NCA questionnaire on education, and the ABS needed to impute values for these variables based on the responses to other questions and information from the 2001 Census. The first sequencing error affected the 733 respondents aged 20–24 who were not studying...
full-time. These individuals were not asked whether they were currently studying, nor were they asked the type of education institute they were attending. Those individuals in that age group who were studying part-time would therefore not have been recorded as such. Using data on Abstudy receipts and distributional information from the census, the ABS coded 4 per cent of this sample with missing information as studying part-time.

An additional sequencing error occurred with the 1399 respondents who had used employment support services in the last 12 months. These individuals were sequenced past four questions on vocational training. According to the ABS, imputation for the five vocational training questions was conducted using ‘donor records’ (ABS 2005c: 19), where information from another person was matched to records based on sex, age and labour force status. These donor records were derived from other individuals in the sample. The ABS should indicate which categories of individuals were used to impute records so that analysts can assess whether they can discount the possibility of any significant bias arising from the imputation procedure.

In general, it would be useful for the ABS to publish the exact imputation techniques for both of these problems, so other researchers using the CURF can test the sensitivity of their results. It may be the case that the methodology used by the ABS is as robust as possible for most purposes, but certain applications or modelling frameworks may require a different technique.

A further issue with regard to the education questions is that we can see a difference that cannot be explained by sampling error alone. This is clear when comparing the data on the proportion of people with non-school qualifications in the 2001 Census with the results from the 2002 NATSISS. This can be shown in Figure 4.5, where once again the ‘whiskers’ refer to the 95 per cent confidence interval.
This discrepancy between the 2002 NATSISS and the 2001 Census data is too great to be explained by the year or so gap in between the two data collections. The difference has, however, been noted in ABS (2005c) and is explained as a consequence of census reporting being undertaken by people on behalf of those being enumerated. That is, the non-sampling error in this comparison quite possibly arises from the census methodology.

**Outputs from the 2002 NATSISS**

There are three broad categories of output from the 2002 NATSISS that individuals are likely to use in their analysis of the data. These are: ABS publications (mainly the initial results publication), customised tables ordered from the ABS, and the CURF. We critically explore the first and the last of these categories as the chapter by Webster, Rogers and Black (in this volume) documents the process of securing customised tables in some detail.

**ABS publications using the 2002 NATSISS**

In June 2004, the ABS released the initial results from the 2002 NATSISS (ABS 2004c). This document included a 15-page summary of findings as well as 23 tables presenting the data in different ways and making comparisons with other data sources. The summary of findings focuses on selected changes through time (i.e. comparing the 1994 NATSIS and the 2002 NATSISS) as well as making explicit comparisons between the Indigenous population and the non-Indigenous population (as measured by the GSS).

While the depth of data available is impressive, and the provision of standard errors commendable, one criticism of ABS (2004c) could be made. In Table 9 of
that publication, the proportion of people with various characteristics is presented, broken down by their equivalised household income. Based on analysis of the non-Indigenous population (ABS 2003c), the ABS outputs data for the second and third decile as a measure of ‘low income’, arguing that the lowest income decile has characteristics closer to those with higher incomes. ABS (2004c) use this ‘low income’ group as an indicator for ‘poverty’ in their discussion of results. This appears to be an implicit endorsement of criticism of income-based measures of poverty, especially the claim that measurement error (i.e. under-reporting) is pronounced for low income earners, especially those who indicate they have an income less than or equal to zero (Tsumori, Saunders & Hughes 2002). One group in which it is particularly difficult to accurately measure income is the self-employed. The recent public debate on the difficulties in identifying a socially accepted minimum standard of living illustrates that this criticism is not totally uncontested (Harding, Lloyd & Greenwell 2001; Saunders 2002; Tsumori, Saunders & Hughes 2002). One reason to be cautious about adopting the ABS definition of ‘low income’ without question is that self-employment is not prominent in the Indigenous population (Hunter 2004a: chapter 5).

Even if one can make a case for using this ‘low income’ indicator for the non-Indigenous population, a cursory examination of Table 4.2 shows that this assumption is suspect for the Indigenous population. Compared to those in the second and third decile, those in the first decile are less likely to be employed and own or purchase a home, and are more likely to have fair or poor health. There is no significant difference between the bottom decile and the ABS ‘low income’ group in terms of qualifications.

**Table 4.2. Implications of ABS definition of low income**

<table>
<thead>
<tr>
<th>Variable</th>
<th>1st decile</th>
<th>2nd–3rd decile</th>
<th>4th–10th decile</th>
<th>Not stated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>16.9</td>
<td>30.2</td>
<td>76.0</td>
<td>48.0</td>
</tr>
<tr>
<td>Has qualification</td>
<td>17.7</td>
<td>21.7</td>
<td>44.5</td>
<td>27.6</td>
</tr>
<tr>
<td>and/or completed Year 12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owns or purchasing home</td>
<td>11.9</td>
<td>15.1</td>
<td>43.8</td>
<td>29.0</td>
</tr>
<tr>
<td>Health fair or poor</td>
<td>30.5</td>
<td>26.5</td>
<td>16.6</td>
<td>23.4</td>
</tr>
</tbody>
</table>

*a. The difference between the values for the 1st decile and the 2nd–3rd decile is always significant at the 5% level of significance.*

Source: Customised cross-tabulations

Other variables not reported in Table 4.2 indicate that the bottom decile respondents are more disadvantaged than the ‘low income group’, as they are more likely to have not completed Year 12, be unemployed or outside the labour force, have been arrested in the last year, and have transport difficulties. The ABS definition of low income therefore tends to understate the incidence of Indigenous disadvantage, and should not be used.
Another criticism of ABS (2004c) is the lack of clarity regarding the difference between the concept of remote areas and the different sampling methodology employed in CAs. One example is that information on cash flow problems were collected in NCAs, but not in CAs (ABS 2004d: 32). However, in Table 4 of ABS (2004c), the footnote says the data was collected in non-remote areas only. However, this begs the question of what information was collected from the 1997 individuals who were collected as part of the NCA enumeration strategy but whose usual residence is in a remote area. The ABS probably has retained this information in the MURF and people may be able to access it when requesting customised tables. If this is the case, it would be helpful if the ABS made this clear. If the data is not available because of reliability concerns, it would minimise misunderstanding by explaining why this is the case.

There also needs to be more discussion about the underlying models and theory that appear to motivate the layout and choice of variables for some of the tables. For example, if you compare the age breakdowns in tables 10 and 11 from ABS (2004c), quite different age groups are used. While a reader could speculate as to why the different age groups are chosen, the publication needs to provide links to the previous research or theoretical models the ABS used to inform their judgments. In addition, the ABS needs to provide justification for why certain variables were deemed to be amenable to age standardisation in the official publication. The age standardisation of health is a reasonably standard technique, but it is unclear why employment status is better suited to age standardisation than, say, education participation (ABS 2004c: Table 5).

The ABS has also issued a number of publications and related tables for each State and Territory, but these follow the same basic conventions and formats used in ABS (2004c). Webster, Rogers & Black (this volume) give more detail about future planned output from the NATSISS.

The 2002 NATSISS CURF

On 7 June 2005 the ABS released the CURF for the 2002 NATSISS. Containing a unique record for all those households and individuals who were part of the survey, the data set enables the researcher to run their own cross-tabulations (subject to constraints) as well as more detailed statistical analysis of the data. Unlike the 1994 NATSIS and the GSS, the 2002 NATSISS is only available via the RADL. That is, individuals who have access to the data submit Statistical Analysis Software (SAS) or Statistical Package for the Social Sciences (SPSS) programming code which is then checked to make sure confidential information is not released. This is then run by the ABS and the output posted on the user’s section of the RADL web site.

There are two separate files available via the RADL. The first has household information and a weight for the 5887 households in the sample. The second has
information on each of the 9359 individuals, a household identifier that enables household information to be merged with the data, and a person level weight. These person and household weights can (and should) be used to turn information on the sample into estimates for the population, taking into account a person’s or household’s chance of selection. Furthermore—and this is a substantial improvement over the 1994 NATSIS—each household and person has 250 replicate weights which can be used to generate standard errors for estimates (as shown in ABS 2005c).

Another major improvement is that the 2002 NATSISS CURF has some information that has not been available to researchers on other ABS data sets. For example, previous data sets that included significant Indigenous populations, including the 1994 NATSIS, 2001 NHS and past censuses, have not included continuous income data. The 2002 NATSISS, on the other hand, contains both continuous individual data and household income data, up to a cut-off beyond which income data is censored.\footnote{This right censoring of income appears to affect 0.65\% of individuals and no households (at least when equivalised household income is used). These estimates of the proportion who are right censored are for those individuals or households who have stated their income (\& rent/mortgage in the next endnote). For income, it includes those with negative or nil income, as well as those ‘not applicable’.} This will enable distributional analysis outside the ABS that has not been possible before. Household rent and mortgage payments are also given as continuous values, although they are also right censored.\footnote{Censoring of weekly rent and mortgage repayments affects 3.45\% and 12.96\% of households respectively.}

There are, however, data items which have been made confidential, restricting the type of analysis that is possible. A number of employment variables are outputted in ranges. These include duration of unemployment and CDEP employment, as well as the number of hours usually worked per week. This latter variable places particular restrictions on analysis of hourly—as opposed to weekly—income.

More importantly, apart from in Queensland, one cannot separately identify Aboriginal Australians from Torres Strait Islanders. This is despite the fact that the Torres Strait Islander population was over-sampled in order to produce reliable (separate) estimates of the characteristics of Torres Strait Islanders living in the Strait and the rest of Queensland (ABS 2005c: 53).

The largest number of—and arguably the most confusing—restrictions on CURF data are imposed on the geographic variables. Apart from the variables mentioned in Table 4.1 that have different categories for CA/NCA or remote/non-remote areas, there are also restrictions on the type of geographic breakdowns that are possible using the 2002 NATSISS CURF. In particular, it is possible to undertake analysis by State/Territory or by remoteness, but not both simultaneously. As an example of the implication of such restrictions, it is possible to examine whether income is higher in remote versus non-remote areas throughout

6 This right censoring of income appears to affect 0.65\% of individuals and no households (at least when equivalised household income is used). These estimates of the proportion who are right censored are for those individuals or households who have stated their income (\& rent/mortgage in the next endnote). For income, it includes those with negative or nil income, as well as those ‘not applicable’.

7 Censoring of weekly rent and mortgage repayments affects 3.45\% and 12.96\% of households respectively.
Australia, or higher in NSW versus other States. However, it is not possible to examine whether income is higher in non-remote versus non-remote areas within NSW specifically. While this restriction is understandable, given the imperative to protect the confidentiality of respondents, it does restrict the ability to make meaningful interstate comparisons (that is, by constraining the ability to control for the level of remoteness in the respective States).

If users want to obtain some sort of cross-classification of State/Territory and remoteness structure, the ABS insists they use a specific variable (STXREM) when attempting to do this on the RADL. Users are not permitted to submit programs that include both State/Territory and remoteness structure under any circumstances.

An additional restriction on geographic analysis is that Tasmania and the Australian Capital Territory (ACT) are included as one variable. This is despite the statement that ‘the NATSISS was designed to provide reliable estimates at the national level and for each State and Territory’ (ABS 2005c) and that ABS (2004c) outputted data for each State separately. Within these two combined localities, there were 736 individuals from Tasmania and 330 from the ACT, which when weighted represented about 10 900 and 2600 individuals respectively. The State governments in these two States have quite different policies, and the presence of the federal government and two large universities in Canberra (among other things) make these two populations quite different. In addition, the geography of these two regions in terms of remoteness and access to resources are quite dissimilar. Thus the joining of these two localities somewhat constrains policy analysis and restricts a modeler’s ability to control for geography when analysing the relationship between other variables.

At the moment, one of the biggest constraints for analysing the 2002 NATSISS using the RADL is the requirement to undertake the analysis in only two statistical programs: SAS (version 8.2) or SPSS. While SAS performs most of the standard types of analysis, there are a number of things it either cannot do or that are not done as easily as in other statistical packages (such as the calculation of ‘robust’ standard errors and the easy output of marginal effects from estimation on the probit model). Perhaps more importantly, SAS is expensive. This may not be as big an issue in large government departments, or even perhaps large research centres, where the fixed costs can be spread across a number of users, but for smaller organisations or individual researchers, the costs can become prohibitive. 8 SPSS is more affordable, but it does not have the range of applications that other programs have. Users may be able to visit a data laboratory at the ABS site where they have been able to install and run the widely-used

8 CAEPR cannot afford to use SAS and only a handful of people in the ANU now use SAS because of cost constraints. Stata and other cost effective statistical packages that allow more sophisticated statistical analyses are now preferred by many users.
statistical program, Stata. However, it is likely that this option will cost the user extra money because the ABS may need to employ a staff member to ensure the user does not compromise confidentiality. The ABS hopes to have a fully operational version of Stata on the RADL in the near future.

Concluding remarks

To summarise the discussion in this paper, there are three main messages that we feel users of the data should keep in mind when making conclusions.

Firstly, researchers and policy-makers need to be aware of the different survey methodology used in CAs and NCAs. Given that no identifiers for CAs are publicly released on the CURF or the RADL, this effectively means that analysts have to be aware that a large proportion of remote data in the 2002 NATSISS was collected from CAs. It may be possible to purchase customised cross-tabulations from the ABS if people are particularly concerned about potential non-sampling error arising from the differing methodology in the two types of areas. Whatever one’s position, some caution is warranted when making comparisons between the CAs and NCAs, and possible remote and non-remote areas.

The second issue that should be kept in mind, especially when making comparisons with either the 1994 NATSIS or the 2001 Census, is that 2002 NATSISS only collects information from Indigenous people aged 15 and over living in private dwellings. That is, the statistics collected do not provide information on the entire population of Indigenous Australians. Where other data sources are used, analysts need to ensure they are comparing the same age groups; non-private dwellings need to be excluded; and, in the case of the 1994 NATSIS, the re-weighted data set must be used once it becomes available on the CURF.

The final point is that given that the ABS has released information that enables users to reasonably accurately estimate standard errors, it is no longer acceptable to make statements about differences in means or proportions without taking into account sampling error. Analysts need to make themselves aware of the formula for calculating standard errors and confidence intervals. More sophisticated users will have to work out how to use replicate weights. Given that there is considerable room for programming errors, especially when using arrays in SAS, the ABS should consider releasing draft programming code (particularly, if such code is already available) to minimise the possibility of non-sampling error arising from analysts. Ultimately, though, analyst error is the responsibility of the analyst.

---

9 CA records are separately identified on the 2002 NATSISS MURF.
5. Differentials and determinants of Indigenous population mobility

John Taylor and Yohannes Kinfu

Of the three components of demographic change, geographic mobility is the most nebulous and difficult to measure, and yet it is the one with potentially the greatest impact on population distribution and composition. Difficulties of measurement arise because a variety of definitions of population movement can be construed, all of which constitute arbitrary functions of the distance and length of time involved in relocating from one place to another. Impacts on distribution arise because migrant numbers in and out of a given place could exceed births and deaths, especially in small geographic areas and at higher stages of demographic transition, while age and sex selectivity of migration places a wide ranging effect on the composition of migrant sending-and-receiving regions.

In illuminating these issues, analysis of population movement for both the Indigenous and total Australian population has generally been informed by data yielded from fixed-period usual residence questions in the national census (that is, usual residence now compared to one and five years ago), as well as by information from case studies focused on particular localities or sub-populations (Bell 1992; Bell & Maher 1995; Gale 1972; Gale & Wundersitz 1982; Kinfu 2005; Taylor & Bell 1996a). Admittedly, between 1970 and 1987, the ABS also conducted an annual survey of internal migration in conjunction with one of its monthly population surveys (without an Indigenous identifier) (ABS 1987). However, since that time, few official nationwide surveys have included a mobility indicator in Australia. Even those that have included a mobility indicator do not have an Indigenous identifier or have limited Indigenous samples (such as the Australian Housing Survey and the February supplement of the Labour Force Survey on labour mobility).

To this extent, the inclusion of a question on mobility status and reasons for movement in the 2002 NATSISS was a rare event and it presents two new opportunities for analysts. Firstly, it provides a new source of data with which to validate previous findings from census analysis and case studies. Secondly, the existence of wide ranging individual and household characteristics data allows for testing of the statistical relationship between these variables and mobility, thereby enabling a wider and more direct exploration of the social and economic determinants of movement than hitherto possible. The purpose of this chapter is, therefore, to make use of the survey data to examine the intensity and correlates of spatial mobility among Indigenous Australians. The
distinguishing feature is that the determinants of mobility are explored from a micro rather a macro perspective, while reasons provided by respondents for their movement are also explored—something that has only previously been established indirectly by proximate cause using census data (Kinfu 2005).

**Background: survey development and questions**

Interestingly, the background to the inclusion of mobility questions in the 2002 NATSISS appears to be exactly the opposite to the experience of the 1994 NATSIS. In consultations before the 1994 survey, the topic of ‘location and mobility’ was proposed as important for inclusion by a number of government agencies under the broad heading of ‘culture’. In particular, it was felt necessary to acquire data on the movement patterns of household members over a 12-month period before the survey, including the number of moves, duration of each move and reasons for each move. This mobility history was deemed by agencies such as ATSIC, Department of Employment, Education and Training (DEET), and the Department of Health, Housing and Community Services to be of assistance in planning the location of appropriate services such as community infrastructure and social programs. However, due to recall problems, less than adequate responses to mobility questions were obtained in the pilot survey and it was determined that an improvement in data quality would require overly-indulgent in-depth probing on an already crowded interview schedule. This led to the mobility questions being omitted, with the exception of a question on the number of moves away from the local area for the treatment of health problems (Taylor 1996: 41).

By contrast, in the preparations for the 2002 survey round, questions on mobility were initially excluded in line with 1994 practice. However, they were then included following strong user demand for inclusion, as mobility was viewed as a cross-cutting issue that impacted on many areas of concern (including health, education, employment and housing). While this view of the policy significance of mobility is widely held and articulated, what are less clear are the precise policy questions to be addressed by an understanding and measurement of movement. In short, what is it about mobility that we want to know and can a sample survey, such as the NATSISS, provide the answer?

The decision to include mobility questions turned out to be easier than deciding how to formulate appropriate questions. At the census, and in the now defunct ABS internal migration survey, people are classified as having moved if the address of their usual place of residence was different from that of one year or five years ago. In the 2002 NATSISS, the definition of movement is far more inclusive and refers to all moves made over the 12 months before the survey. In particular, the NATSISS asked (in non-remote and remote non-community sample areas), ‘In the last 12 months, have you lived (emphasis added) in any other dwellings?’ and (in remote community sample areas), ‘In the last year have you
lived (emphasis added) in any other houses or places?’. In both areas, the survey then went on to elicit how many dwellings, houses/places people had lived in over the course of the year.

Why these differences in the nature of questions deployed on community sample and non-community sample forms arose is not known. However, leaving this aside, the key point to note is that the probability of movement should be considerably higher in the 2002 NATSISS compared to the census, given its reference to all moves as opposed to a single specific move as defined by the fixed-period census ‘usual residence’ question. This lack of any temporal or spatial reference in framing the NATSISS definition of mobility is unusual, since duration and distance of movement are two key variables for mobility analysis (Bell 2001; Taylor & Bell 2005). As mentioned earlier, the NATSISS also collected information on the main reason for the last move and classified these under four major headings: family, housing, employment and accessibility (to services). The issue of whether these questions provide an adequate and meaningful basis for addressing key policy issues—either independently or in association with other survey variables—will be dealt with in conclusion.

The scale and age pattern of mobility

Overall, 30.9 per cent of respondents to the NATSISS aged 15 years and over indicated that they had moved to live in another dwelling/house/place in the 12 months before the survey, with the true value (at the 95% confidence level) lying somewhere between 28.9 and 32.9 per cent. In light of the comments made above about the inclusive nature of the survey question, this is a surprisingly low proportion. This is especially true when benchmarked against 1996 and 2001 census results that show broadly similar propensities for movement for the same age group (29% and 26%) for the periods 1995–96 and 2000–01 respectively. Equally surprising, given the open-ended nature of the NATSISS mobility question, is that only a quarter of respondents who moved reported making more than one move over the 12 months before the survey.

Like all other demographic processes, change of residence is associated with age and certain life-cycle statuses and transitions (Long 1992). To investigate the age pattern of migration, Figure 5.1 compares age-specific movement rates from the NATSISS with equivalent rates derived from the 1996 and 2001 censuses. Clearly, the age pattern of movement derived from the NATSISS is in broad agreement with census results, in so far as movement comes to a peak among young adults aged 20–24 years and steadily declines thereafter. Overall, these patterns conform with more or less universal observations first made by Rogers, Raquillet & Castro (1978) and Rogers & Castro (1981) for the United States and Europe, and subsequently in the Australian context by Bell (1992, 1995). Basically, for the Australian population as a whole, as in other countries, the peak in the age profile of mobility has been linked to the combined influence
of departure from the parental home, the start of tertiary education, entry into the labour force and the establishment of independent living arrangements. To the extent that Indigenous people participate in these same life-course events, the age profile of Indigenous movement is likely to reflect similar influences. In the subsequent section, we examine the gross and net effects of such variables on movement propensity.

**Figure 5.1. Age-specific Indigenous movement rates: 1996 Census, 2001 Census and 2002 NATSISS**

What Figure 5.1 shows is that mobility rates derived from NATSISS are consistently higher than census rates (especially 2001 Census rates) up to age 50, beyond which point the NATSISS pattern becomes relatively erratic, possibly due to the small sample size. Reading these sets of rates together, perhaps the more interesting observation is the consistent reduction in age-specific movement rates between the 1996 and 2001 censuses and the apparent increase from the 2002 NATSISS. This appears to be similar to other systematic shifts in Indigenous demographic indicators revealed by census analysis that are difficult to reconcile with demographic behaviour (Kinfu & Taylor 2005).

**Differentials and determinants of mobility**

As with age, mobility also varies according to the geographic, socioeconomic and demographic characteristics of individuals and households. One limiting factor of the NATSISS in regard to establishing the geography of mobility and its demographic impact on sending and receiving regions is the lack of any origin/destination data. Instead, we have measures of the propensity to move (or not) at fairly large geographic units, notably States and the Northern Territory and the broad remoteness categories of the ASGC. For the most part, no difference is evident between jurisdictions in the propensity to move, given the spread of the upper and lower bounds of most estimates (see Fig. 5.2). However, stand-out
exceptions include Tasmania and the Northern Territory, with the rate of movement in the latter ranging from as low as 15.7 per cent to no more than 20.9 per cent. In effect, the propensity to move among Indigenous people in the Northern Territory is only half the rate in Queensland. As for movement propensity by remoteness category, this reveals that inner regional areas display significantly higher mobility than all other regions except for major cities, while at the other extreme of the remoteness classification, the population in very remote areas displays significantly lower movement than all other regions.

**Figure 5.2. Indigenous movement propensities by State and Territory, 2002**

![Graph showing Indigenous movement propensities by State and Territory, 2002](source: Customised cross-tabulations.)

These observations regarding the spatial pattern of movement are interesting for their similarity to consistent findings from census data that display the lowest rates of Indigenous mobility in remote areas of the north and west of the continent, and especially across the Northern Territory (Taylor & Bell 1996b). This impression of relative immobility among Indigenous people in very remote areas and across the Northern Territory is grossly misleading. Numerous case studies attest to the importance of frequent mobility in the daily, periodic and seasonal round of activities associated with Indigenous social and economic life in such places (see Taylor & Bell 2004 for a summary). The gap between these observations and NATSISS results is all the more surprising given the more inclusive nature of the NATSISS mobility question allowing for all moves to be recorded. This differs from the census question which is ill-suited to capturing the frequent short-term circular movements that are common in remote Australia.

While explanation for this anomaly is most likely to be found in respondent error associated with the nature of the NATSISS question and the manner in which it was interpreted, even this is perplexing because previous critiques of census data have pointed to the inappropriateness of applying ‘usual residence’ concepts for measuring movement among populations that live as much in an
area as a single place (Morphy 2002: 44–55). However, the NATSISS does not refer to usual residence, preferring instead to talk of the number of dwelling/houses/places ‘lived in’ which would seem to be a less ambiguous construct—although it does raise the issue of what ‘lived in’ actually means.

Along with differentials in spatial mobility, the reported data also show clear differences in the propensity to move across a range of social, economic and cultural characteristics that are selected here for their likely association with movement propensity. As indicated by the age-standardised point estimates for each of these variables in Table 5.1, and by the associated 95 per cent confidence interval, these differences tend to reduce for some characteristics and increase for others once the differences in age composition between the categories are controlled for. In some instances, the standardisation procedure even alters the relative balance of variables. For example, the unadjusted migration rate among married people was lower than for those not married, but higher for the standardised result. Overall, the results reveal that movement propensities vary widely around the national average of 30.9 per cent according to the different variables.

Table 5.1. Social, economic and geographic differentials in movement propensity

<table>
<thead>
<tr>
<th>Background variable</th>
<th>Reported Mobility rate %</th>
<th>Mobility rate %</th>
<th>95% lower bound</th>
<th>95% upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Point estimate</td>
<td>Age-standardised</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>30.9</td>
<td>30.9</td>
<td>28.9</td>
<td>32.9</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>30.5</td>
<td>30.3</td>
<td>27.5</td>
<td>33.1</td>
</tr>
<tr>
<td>Females</td>
<td>31.2</td>
<td>30.8</td>
<td>28.1</td>
<td>33.5</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>27.6</td>
<td>34.6</td>
<td>31.7</td>
<td>37.5</td>
</tr>
<tr>
<td>Not married</td>
<td>33.7</td>
<td>32.2</td>
<td>29.5</td>
<td>34.9</td>
</tr>
<tr>
<td>Labour force status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>45.4</td>
<td>41.1</td>
<td>35.1</td>
<td>47.1</td>
</tr>
<tr>
<td>Not in labour force</td>
<td>29.6</td>
<td>30.7</td>
<td>27.6</td>
<td>33.8</td>
</tr>
<tr>
<td>Employed</td>
<td>27.6</td>
<td>27.6</td>
<td>24.8</td>
<td>30.4</td>
</tr>
<tr>
<td>Public</td>
<td>22.4</td>
<td>24.3</td>
<td>18.5</td>
<td>30.1</td>
</tr>
<tr>
<td>Private</td>
<td>29.6</td>
<td>29.3</td>
<td>25.0</td>
<td>33.6</td>
</tr>
<tr>
<td>CDEP</td>
<td>28.0</td>
<td>26.9</td>
<td>21.2</td>
<td>32.6</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-school</td>
<td>31.5</td>
<td>39.0</td>
<td>33.8</td>
<td>44.2</td>
</tr>
<tr>
<td>Yr 11 and 12</td>
<td>37.5</td>
<td>32.6</td>
<td>28.0</td>
<td>37.2</td>
</tr>
<tr>
<td>Yr 10</td>
<td>32.0</td>
<td>29.3</td>
<td>25.2</td>
<td>33.4</td>
</tr>
<tr>
<td>Yr 9 or below</td>
<td>25.9</td>
<td>28.6</td>
<td>25.3</td>
<td>31.9</td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attended</td>
<td>34.0</td>
<td>30.9</td>
<td>26.9</td>
<td>34.9</td>
</tr>
<tr>
<td>Not attended</td>
<td>30.8</td>
<td>29.5</td>
<td>27.3</td>
<td>31.7</td>
</tr>
</tbody>
</table>
Table 5.1. (continued)

<table>
<thead>
<tr>
<th>Background variable</th>
<th>Reported</th>
<th>Mobility rate %</th>
<th>Age-standardised</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Point estimate</td>
<td>95% lower bound</td>
<td>95% upper bound</td>
</tr>
<tr>
<td><strong>Housing tenure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner</td>
<td>20.6</td>
<td>22.1</td>
<td>18.8</td>
</tr>
<tr>
<td>Private rental</td>
<td>52.0</td>
<td>47.1</td>
<td>41.9</td>
</tr>
<tr>
<td>Public rental</td>
<td>32.9</td>
<td>31.6</td>
<td>27.8</td>
</tr>
<tr>
<td>Community</td>
<td>25.6</td>
<td>25.2</td>
<td>21.2</td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On homeland</td>
<td>27.2</td>
<td>27.9</td>
<td>23.6</td>
</tr>
<tr>
<td>Not on homeland</td>
<td>31.9</td>
<td>31.5</td>
<td>28.7</td>
</tr>
<tr>
<td>Does not know or recognise homeland</td>
<td>32.0</td>
<td>30.6</td>
<td>26.9</td>
</tr>
<tr>
<td><strong>Neighbourhood problems</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has problems</td>
<td>26.5</td>
<td>26.0</td>
<td>23.1</td>
</tr>
<tr>
<td>Does not have problems</td>
<td>34.2</td>
<td>34.1</td>
<td>31.5</td>
</tr>
<tr>
<td><strong>Remoteness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>31.5</td>
<td>30.9</td>
<td>27.2</td>
</tr>
<tr>
<td>Inner regional</td>
<td>36.0</td>
<td>36.2</td>
<td>31.3</td>
</tr>
<tr>
<td>Outer regional</td>
<td>30.0</td>
<td>30.8</td>
<td>26.4</td>
</tr>
<tr>
<td>Remote (&amp; very remote)</td>
<td>27.2</td>
<td>27.4</td>
<td>23.6</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>28.8</td>
<td>24.9</td>
<td>20.3</td>
</tr>
<tr>
<td>Very good</td>
<td>32.5</td>
<td>29.9</td>
<td>26.0</td>
</tr>
<tr>
<td>Good</td>
<td>32.7</td>
<td>32.6</td>
<td>29.0</td>
</tr>
<tr>
<td>Fair</td>
<td>30.4</td>
<td>36.8</td>
<td>31.5</td>
</tr>
<tr>
<td>Poor</td>
<td>22.7</td>
<td>30.8</td>
<td>22.9</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Although this bi-variate analysis is highly suggestive, the net effects of each of these independent variables can only be assessed by a multi-variate analysis. For this purpose, we fit a logistic regression with the dependent variable taking the form of 1 if the respondent lived in any other dwellings (or places) in the 12-month period before the survey, and 0 otherwise (see Table 5.2). In this way, the results indicate the effects of all the selected factors simultaneously on the chances of moving or not. The simplest way of summarising this relationship is to examine what happens to these chances for groups of Indigenous people with different characteristics. These changes in movement probability are best measured relative to a hypothetical reference person and the characteristics of the reference person chosen for this purpose are indicated in the note for Table 5.2.
Table 5.2. Net effects of socioeconomic, spatial and household characteristics on Indigenous mobility: logistic regression results, 2002 NATSISS

<table>
<thead>
<tr>
<th>Background variables</th>
<th>Odds of mobility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>0.999</td>
</tr>
<tr>
<td>Not married</td>
<td>1.189</td>
</tr>
<tr>
<td><strong>Labour force status/sector</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2.737*</td>
</tr>
<tr>
<td>Not in labour force</td>
<td>1.841*</td>
</tr>
<tr>
<td>Private</td>
<td>1.441*</td>
</tr>
<tr>
<td>CDEP</td>
<td>1.532*</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
</tr>
<tr>
<td>Post school</td>
<td>1.109*</td>
</tr>
<tr>
<td>Yr 11 and 12</td>
<td>1.319*</td>
</tr>
<tr>
<td>Yr 9 or below</td>
<td>0.739*</td>
</tr>
<tr>
<td>Not attended vocational training</td>
<td>0.753*</td>
</tr>
<tr>
<td><strong>Housing tenure</strong></td>
<td></td>
</tr>
<tr>
<td>Owner</td>
<td>0.558*</td>
</tr>
<tr>
<td>Private rental</td>
<td>2.16*</td>
</tr>
<tr>
<td>Community</td>
<td>0.743*</td>
</tr>
<tr>
<td><strong>Place of residence</strong></td>
<td></td>
</tr>
<tr>
<td>Lives on homeland</td>
<td>0.895*</td>
</tr>
<tr>
<td>Does not know or recognise homeland</td>
<td>0.998</td>
</tr>
<tr>
<td><strong>Problems identified in neighbourhood</strong></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>1.051*</td>
</tr>
<tr>
<td>Inner regional</td>
<td>1.242*</td>
</tr>
<tr>
<td>Remote/very remote</td>
<td>1.258*</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>0.842*</td>
</tr>
<tr>
<td>Good</td>
<td>1.026*</td>
</tr>
<tr>
<td>Fair</td>
<td>1.006</td>
</tr>
<tr>
<td>Poor</td>
<td>0.686</td>
</tr>
<tr>
<td><strong>Model intercept</strong></td>
<td>0.331</td>
</tr>
</tbody>
</table>

a. Reference person is defined as: male, married, employed in the public sector, has Year 10 education, lives in public rental housing, does not live on homeland, neighbourhood has problems, and resident in an outer regional location. The results are not sensitive to the choice of the characteristics of the reference person.

b. Statistically significant at the 5% level.

Source: 2002 NATSISS RADL

These results indicate that marginal labour force status is the biggest predictor of mobility. After removing the effects of other variables, there is a significant underlying pattern of higher mobility among those unemployed or not in the labour force compared to those employed. When this is controlled for by sector of employment, the chances of movement are seen to be greater among private sector and CDEP workers compared to public sector workers. As for educational attainment, a gradient of increased mobility with higher educational attainment is evident. This is strengthened by the related result that non-attendance in a vocational training course has a negative effect on mobility.
Housing tenure is another key variable with much higher chances of movement among those in private rental dwellings, while home ownership and community rental serve to depress mobility. Contrary to expectation, respondents resident in neighbourhoods with perceived social problems are far less likely to move, thereby negating what might have been viewed as a push factor and probably reflecting limitations on residential choice. Other findings related to location appear contradictory. For example, residence on homeland is negatively associated with mobility, while remote and very remote location increases the chances of movement. One possibility is that the latter observation reflects the amalgamation of responses from both non-remote and remote non-community sample forms, whereas the former is based on remote community sample data. Finally, self-assessed health status is interesting, as this deflates mobility at extremes of the range, though no doubt for quite different reasons—one due to choice, and the other due to incapacity.

**Reasons for movement**

Respondents to the 2002 NATSISS aged 15–64 years were asked to indicate the main reason for their last move. Answers to this question are grouped into four broad categories: housing, family, employment and accessibility (to services), and while this provides for some comparison with findings from the former ABS Internal Migration Survey, this is only true for the housing and employment categories. From Table 5.3, it is clear that factors associated with family and housing dominate in the calculus of mobility decision-making. Among the family reasons provided, the single largest sub-category was a desire to be close to family and friends. This is consistent with repeated findings from case studies of Indigenous mobility that stress the importance of kin location in shaping the frequency and pattern of mobility (Gale & Wundersitz 1982; Taylor & Bell 2004: 20–21; Young & Doohan 1989).

**Table 5.3. Reasons for last move by age group: 2002 NATSISS**

<table>
<thead>
<tr>
<th>Reason for last move</th>
<th>15–24</th>
<th>25–34</th>
<th>35–44</th>
<th>45–64</th>
<th>All</th>
<th>Estimated population (no.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family</td>
<td>45.6</td>
<td>35.4</td>
<td>30.8</td>
<td>38.2</td>
<td>38.2</td>
<td>32 400</td>
</tr>
<tr>
<td>Housing</td>
<td>25.4</td>
<td>39.8</td>
<td>38.3</td>
<td>33.3</td>
<td>33.3</td>
<td>28 400</td>
</tr>
<tr>
<td>Employment</td>
<td>12.6</td>
<td>9.2</td>
<td>13.3</td>
<td>10.9</td>
<td>10.9</td>
<td>9300</td>
</tr>
<tr>
<td>Accessibility</td>
<td>4.4</td>
<td>2.4</td>
<td>2.6</td>
<td>3.3</td>
<td>3.3</td>
<td>2800</td>
</tr>
<tr>
<td>Other</td>
<td>11.7</td>
<td>12.9</td>
<td>15.0</td>
<td>14.0</td>
<td>14.0</td>
<td>11 900</td>
</tr>
<tr>
<td>Don’t know</td>
<td>0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>200</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS MURF

As for housing, once again the impact of reliance on rental housing has been highlighted in the literature as an important factor in stimulating Indigenous mobility (Gray 2004), although the results of the NATSISS multi-variate analysis suggest that this is especially so for those in private rental accommodation. The
overall level of housing reported reasons (33%) is similar to the 29 per cent reported by the general population in 1987, although in the latter case this was predominantly for home purchase (ABS 1987: 13). Of particular note in Table 5.3 is the fact that the estimated numbers moving for employment reasons is relatively low, although this is not much lower than the 14 per cent reported for the total population in the 1987 ABS survey. Likewise, movement to access services appears very limited, which is surprising given the spatial separation of many Indigenous population clusters from basic services such as high schools, hospitals, banks, shops, and government offices (Taylor 2002). Although the category ‘other’ is equal in size to employment and access reasons combined, it is not clear what this category comprises.

Conclusion

The 2002 NATSISS provides the first survey data on Indigenous residential mobility indicating the propensity to move with reasons for doing so. Brief analysis of these data confirms many of the findings from previous census-based analysis: that the probability of movement peaks among young adults, is similar overall for males and females, is higher for single people and especially high among the unemployed, greater for those in private rental dwellings, and lowest in remote areas. Among the new findings are factors that tend to deflate mobility. These include low educational attainment, home ownership, residence in community housing, residence on their homeland, living in an area with neighbourhood problems, and outer regional location. Also new is the insight that CDEP employment does not dampen movement propensity as previously suggested (Taylor & Bell 1996b). While this much can be gleaned, and while further outcomes and relationships will no doubt be established, even the preliminary findings presented here raise a number of issues regarding the utility and interpretation of NATSISS data on mobility.

First of all is the surprising outcome that the overall propensity to move is only marginally higher than reported in the census, and that in line with the census, movement rates are lowest in the Northern Territory and remote areas generally. So pervasive is the observed fact of residential movement in the daily, fortnightly, seasonal and annual round of Indigenous social and economic life in remote Australia, as elsewhere in the country, that ethnographers have been strained to describe it using evocative terms. These include beats, runs, lines, floaters, visitors, concertina households, or multi-locale relationships (Taylor & Bell 2004). If the 2002 NATSISS fails to reflect the manifest intensity of population movement in remote areas, then questions naturally focus on non-sampling error and, in particular, how the notion ‘lived in’ might have been presented by interviewers and interpreted by respondents. Having an open-ended question as in the NATSISS is potentially valuable for capturing short-term and repeat movement,
but without spatial, temporal, and conceptual structure it can descend into ambiguity.

This brings us to the purpose of a mobility question in a survey such as the NATSISS. In pressing the case, many agencies in submissions to the ABS highlighted the likely impact of mobility on their portfolio areas of concern. If there was ever an expectation that the NATSISS might measure the spatial impact of population movement for the purpose of planning service requirements (the most useful insight from a policy perspective) then this was ill-informed. One assumes, however, that more abstract higher-order questions were in mind, such as those answerable by multi-variate analysis. But again, when we are dealing with movement defined in such a way that it could be for one night next door as opposed to 11 months across the continent, or from Kintore to Alice Springs instead of Newcastle to Sydney, then structurally—and policy-wise—we are dealing with very different types of mobility that remain totally undifferentiated in the NATSISS. Having said that, further work could be done to isolate sub-groups in the survey population that present potential interest for policy (such as those who indicated employment reasons for movement, or particular difficulties with housing), and their characteristics and behavioural attributes could be explored in more detail. However, much of this is speculative after the event and, as with all such surveys, clear specification of the answers to be addressed by end-users is essential for optimal design.

If we turn to the actual reasons for movement provided by respondents, these conflict (to some degree) with the findings of the multi-variate analysis which highlights structural (economic) factors such as unemployment and private rental housing as key predictors of movement. It is also the case that accessibility to services scores very low as a reason for movement, which is contrary to the experience of many Indigenous people who have to move in order to access basic services such as health care, schooling, training, banking or shopping. The fact is, separating out reasons for mobility is never easy given the multi-faceted purpose and unpredictable nature of many journeys—for example, what may have started out as a shopping expedition to town can turn out to be an extended stay with relatives (Young & Doohan 1989). Nonetheless, it is interesting that Indigenous people choose to emphasise social over economic factors (such as employment), while many housing reasons (such as overcrowding and wanting a bigger house) can be viewed as both social and economic. This emphasis on social factors is consistent with much of the ethnographic research on mobility that underscores the role of kinship networks in directing population flows, even if the primary purpose might be job search or housing (Gale 1972; Gale & Wundersitz 1982; Gray 2004).
6. Aboriginal\(^1\) child mortality in Australia: Recent levels and covariates

Yohannes Kinfu

The subject of infant and child survival continues to be of great interest to policy makers, health planners, social and bio-medical researchers as well as communities and interest groups around the world. Overall, Australia is one of the healthiest and safest countries for young children to live with an infant mortality rate of less than six per thousand live births and an under-five mortality rate of some seven per thousand children (ABS 2004b). However, the same cannot be said with confidence for Australia’s Indigenous population, where morbidity and mortality among young children remain excessive. Available evidence suggests that, at current rates, as many as one in fifty Aboriginal children will die before reaching age one, while an additional eight per thousand will have no chance of reaching their fifth birthday (Kinfu & Taylor 2005).

While the broad profiles of such excess mortality have been known for some time, far less is known about the precise levels and determinants of high mortality in this population. For instance little, if anything, is known about how socioeconomic factors influence child mortality or how child mortality risks vary according to household, spatial and residential patterns across the country (Gray 1988), information that is vital for public policy making. This dearth of information in part reflects the paucity of relevant health and mortality data on Indigenous Australians. Identification of Indigenous origin in death certificates in Australia did not begin in most jurisdictions until the mid-1980s, and was not introduced until much later in Queensland (1996), while hospital separation records in the country continue to suffer from inconsistency in the way they collect information on Indigenous status. The situation is no different with regard to the census, which provides the denominator for most health and mortality related studies: despite an early introduction, in 1971, of a direct question on Indigenous status, no two successive censuses in the country have yet produced consistent counts of the Indigenous population. The problem is further compounded by the fact that none of these data sources, with the exception of the census, provide detailed information on the social, economic and other background characteristics of the study population, which limit their utility for the study of differentials and determinants of mortality and ill-health in this population.

\(^1\) The term Aboriginal is used in this chapter in a broader sense and includes both Aboriginal and Torres Strait Islander Australians.
The 2002 NATSISS obtained, for the first time since the 1986 Census, data on the number and survival status of children born to women in and past reproductive age groups. While the 1994 NATSIS, which preceded the current survey, had obtained information on the number of children ever born, no data were collected regarding the survival status of children. The existence of both the number and survival status of children ever born in the recent survey, therefore, provides a rare opportunity for analysing child mortality among Indigenous Australians. Specifically, this set of data enables the estimation of independent child mortality measures and provides an opportunity to isolate the risk factors associated with child mortality in the population. Such analyses will not only help to identify underprivileged groups who experience higher mortality levels in the population, they will also improve our understanding of the determinants of mortality and their inter-relationships. This will form a basis on which proper policy measures for reducing mortality may be developed, selected and improved.

The balance of the chapter is set out as follows. The next section describes the source data, assesses its quality, and identifies issues of concern for the intended analysis. This is then followed by an examination of recent levels and trends in Aboriginal child mortality and the factors associated with it. The last part summarises key findings of the study and recommends strategies for future demographic data collection on Aboriginal Australians.

**Data quality issues**

The starting point for any demographic analyses is a formal evaluation of the quality of the source data. One way of evaluating the quality of the child mortality data collected in the 2002 NATSISS is by computing the average number of children ever born and the proportion of children who have died by the age group of women. Unless there is significant and abrupt change in the scale and patterns of mortality and fertility schedules, both the average number of children ever born and the proportion of children who have died are expected to increase with the age of women. Fig. 6.1 and 6.2 provide the average number of children ever born and the proportion of children who have died by age group of women and jurisdiction obtained from the 2002 NATSISS, respectively.
As can be seen from Fig. 6.1, while for most States/Territories and age groups the average number of children increases with age, for some jurisdictions the reported number of children for some older women often falls short of that reported for younger women. For instance, for the age group 35–39 years in Queensland, 40–44 years in South Australia and 45–49 years in the Northern Territory, Tasmania and the ACT, the average number of children per woman reported in these age groups is lower than that reported for the immediate younger age groups in the respective jurisdictions. The data on the proportion of children who have died (reported in Fig. 6.2) reveals even more anomalies.
With the exception of the data for Victoria and for Australia as a whole, the proportion of children who have died, which is expected to increase linearly with age, depicts a more erratic pattern in all jurisdictions. While part of this unexpected picture could be attributed to sampling, the fact that the problem is also manifested in such jurisdictions as Queensland and New South Wales—where sample size is less of an issue—may point a more structural non-sampling-related quality problem in the data. At any rate, what these suggest is that some care needs to be exercised in using the data for mortality analysis beyond the national level. For this reason, the analyses in the subsequent section will focus on the national level.

**Mortality estimates**

Table 6.1 presents indirect estimates of early age mortality for the Aboriginal population as a whole. These are based on data on number of children ever born and children surviving collected from all women aged 25–39 years in the 2002 NATSISS survey (Preston & Palloni 1986; United Nations [UN] 1983). As mortality measures obtained through indirect procedures are sensitive to the assumptions on mortality patterns underlying the models—and, in some cases, to methods used in the estimation process—the mortality estimates were generated using three different estimation techniques—the Trussell method, the Preston–Palloni method, and the Palloni–Heligman method—and nine model mortality patterns. These patterns included four from the Coale–Demeny model life table system (north, east, south and west) and five from the UN pattern (Latin American, Chilean, South Asian, Far Eastern and general). For comparison purposes, also presented in the table are probabilities of dying extracted from existing life tables for Indigenous and non-Indigenous Australians.
Table 6.1. Estimates of early age mortality: Aboriginal Australians, comparison of existing estimates with 2002 NATSISS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$3q_0$</td>
<td>$5q_0$</td>
</tr>
<tr>
<td><strong>Trussell method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>27.0</td>
<td>32.0</td>
</tr>
<tr>
<td>East</td>
<td>27.0</td>
<td>32.0</td>
</tr>
<tr>
<td>North</td>
<td>25.0</td>
<td>31.0</td>
</tr>
<tr>
<td>South</td>
<td>27.0</td>
<td>32.0</td>
</tr>
<tr>
<td><strong>Preston–Palloni method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>28.0</td>
<td>32.0</td>
</tr>
<tr>
<td>East</td>
<td>28.0</td>
<td>33.0</td>
</tr>
<tr>
<td>North</td>
<td>26.0</td>
<td>31.0</td>
</tr>
<tr>
<td>South</td>
<td>28.0</td>
<td>33.0</td>
</tr>
<tr>
<td><strong>Palloni–Heligman method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>28.0</td>
<td>33.0</td>
</tr>
<tr>
<td>Latin American</td>
<td>28.0</td>
<td>33.0</td>
</tr>
<tr>
<td>Chilean</td>
<td>29.0</td>
<td>34.0</td>
</tr>
<tr>
<td>South Asian</td>
<td>28.0</td>
<td>34.0</td>
</tr>
<tr>
<td>Far East</td>
<td>28.0</td>
<td>33.0</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>27.5$^a$</td>
<td>32.5$^a$</td>
</tr>
</tbody>
</table>

a. The reference period for the indirectly estimated $3q_0$ values is approximately 1998, while the indirectly estimated $5q_0$ and $10q_0$ estimates approximately correspond to the period 1995 and 1992, respectively.
c. From Kinfu & Taylor (2005). Note that the reference period for all three estimates from the registration data (i.e. $3q_0$, $5q_0$ and $10q_0$) is around 1999.
Source: Author’s calculations from the 2002 NATSISS RADL.

The results in Table 6.1 show that the estimated probabilities of dying, generated using alternative assumptions and estimation procedures, fall within a narrow range, which provide confidence on these estimates. These estimates also display a good deal of consistency with the estimates from conventional life tables that are derived from registration data. The probabilities of dying obtained by averaging the results from the different methods and model life table families indicate that the probability of dying before reaching age three was 27.5 children per thousand around 1998, which is fairly comparable with the estimate based on registration data reported by Kinfu and Taylor for the period 1996–2001 (2002, 2005). The estimated under-five mortality rate stood at around 33 per thousand children in 1995, while the probability of dying before age 10 was around 43 per thousand children in 1992. Both of these estimates are higher than the respective estimates for 1999 obtained by Kinfu and Taylor from the registration data, providing some evidence of possible recent decline in child...
mortality in the population. However, despite this promising trend, there are still significant differences in survival between Indigenous and non-Indigenous children. As can be seen from the table, early age mortality among Indigenous children is three to four times higher than their non-Indigenous counterparts. To reduce—and eventually eliminate—this inequality, it is important to identify the most vulnerable group of the population or isolate the factors to which Aboriginal child mortality is highly responsive. This is the subject of the next section.

**Covariates of child mortality**

A regression model is used to analyse the determinants of excess child mortality among Aboriginal Australians. The independent variables examined in this study are:

- individual characteristics describing the educational and employment status of the mother
- the geographical context of residence (degree of urbanisation and location)
- household level characteristics reflecting the family’s emotional and material wellbeing (home ownership, marital status of the mother, presence of stressor, smoking and alcohol consumption)
- the characteristics of the dwelling and the neighbourhood, reflecting the family’s material and social living conditions (quality of sanitary facilities and existence of problems in the neighbourhood), and
- cultural factors (Indigenous composition of the household, difficulty in communicating with service providers, whether they recognise and live on their homeland).

The age of the mother is also introduced as a control variable to indirectly capture the effect of duration of exposure on mortality of children. In the regression, with the exception of maternal age (which is treated as continuous), for each of the remaining explanatory variables, one of the categories is taken as a reference category.

The model was fitted using the Poisson regression technique with the number of children who have died as the dependent variable and the number of live births to the mother as the exposure variable. This method is appropriate for the available data given the fact that the dependent variable has only non-negative integers (Cameron & Trivedi 2001; Gurmu & Trivedi 1996; Long 1997). In the course of the analysis, other variants of the count data model (such as the negative binomial regression model and the zero and hurdle variants of Poisson and negative binomial regression) were also tested, but as these did not produce a statistically superior outcome, the results are not reproduced here.

Table 6.2 presents the effects of socioeconomic and other background variables on child mortality estimated using the Poisson model. While interpreting these
results, it is important to note that as death is a biological process, factors affecting child mortality in the most direct manner are bio-medical in nature; background variables such as those identified in the present study impact on child mortality only in an indirect manner. Another important limitation of the present analysis is that almost all the explanatory variables are contemporary variables relating to the time of the survey and these are used to ‘predict’ an event (the loss of a child) that happened in some distant past. In addition, some of the variables (such as drinking, smoking, labour force status, marital status and presence of stress) may indeed have been shaped by the negative shock to one’s life that can occur through the death of a child. Ideally, these processes entail a dynamic analysis, but this is limited in the present study due to the nature of the data. However, from the point of view of future data collection, one way of addressing this problem in a cross-sectional survey such as the NATSISS is by collecting birth history data. This enables tracing the timing of the death of children which could then be linked with the characteristics of the mother at the time of the event.

The multi-variate regression presented in Table 6.2 shows that better environmental quality and home ownership have positive and statistically significant association with the risk of dying in childhood. The result shows that the odds of child mortality increase by almost 53 per cent for children in community housing and by some 72 per cent for children in private rentals. These differentials, which persist when the effects of other factors are controlled, underscore the importance of a family’s economic standing in determining the probability of survival of its children. Moreover, as both size and quality of housing facilities are often correlated with household income/wealth level, those in privately-owned premises are likely to enjoy better and well maintained facilities, and hence be able to minimise or eliminate the chance of environmental exposure of their children to infectious agents. This is also confirmed by the result of the regression result which shows a statistically significant association between child mortality and adequacy of lavatory facilities. These results are consistent with the UN (1985) study which showed that, in general, old housing and deficient sanitary conditions constitute risk factors for child survival.
Table 6.2. Estimated effects of socioeconomic, spatial and household characteristics on Aboriginal child mortality: results of Poisson regression model, 2002 NATSISS

<table>
<thead>
<tr>
<th>Determinants of child mortality</th>
<th>Regression coefficients</th>
<th>Incidence rate ratios</th>
<th>P values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (continuous)</td>
<td>0.320</td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>0.301</td>
<td>1.352</td>
<td>0.088</td>
</tr>
<tr>
<td>Household composition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Indigenous</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Mixed household</td>
<td>-0.071</td>
<td>0.931</td>
<td>0.730</td>
</tr>
<tr>
<td>Difficulty with service providers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does not have difficulty</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Has difficulty</td>
<td>0.116</td>
<td>1.123</td>
<td>0.082</td>
</tr>
<tr>
<td>Attachment to homeland</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifies with homeland</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Does not know or identify with homeland</td>
<td>0.148</td>
<td>1.160</td>
<td>0.442</td>
</tr>
<tr>
<td>Residence on homeland</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lives on homeland</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Does not know homeland or does not live on homeland</td>
<td>0.244</td>
<td>1.277</td>
<td>0.034</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Inner regional</td>
<td>0.330</td>
<td>1.390</td>
<td>0.182</td>
</tr>
<tr>
<td>Outer regional</td>
<td>0.195</td>
<td>1.215</td>
<td>0.357</td>
</tr>
<tr>
<td>Remote or very remote</td>
<td>0.091</td>
<td>1.095</td>
<td>0.694</td>
</tr>
<tr>
<td>Labour force status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.441</td>
<td>1.555</td>
<td>0.162</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>-0.089</td>
<td>0.915</td>
<td>0.609</td>
</tr>
<tr>
<td>Educational status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma or higher</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Year 11 and 12</td>
<td>-0.203</td>
<td>0.816</td>
<td>0.543</td>
</tr>
<tr>
<td>Year 10</td>
<td>-0.313</td>
<td>0.731</td>
<td>0.231</td>
</tr>
<tr>
<td>9 years or below</td>
<td>-0.099</td>
<td>0.906</td>
<td>0.668</td>
</tr>
<tr>
<td>Tenure status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Private rental</td>
<td>0.543</td>
<td>1.721</td>
<td>0.041</td>
</tr>
<tr>
<td>Public or community rental</td>
<td>0.423</td>
<td>1.527</td>
<td>0.049</td>
</tr>
<tr>
<td>Toilet facility</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Inadequate</td>
<td>0.588</td>
<td>1.801</td>
<td>0.081</td>
</tr>
<tr>
<td>Neighbourhood problem</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbourhood does not have problem</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Neighbourhood has problem</td>
<td>0.478</td>
<td>1.614</td>
<td>0.002</td>
</tr>
<tr>
<td>Household stress</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stressor reported</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Stressor not reported</td>
<td>-0.465</td>
<td>0.628</td>
<td>0.050</td>
</tr>
</tbody>
</table>
Table 6.2. (continued)

<table>
<thead>
<tr>
<th>Determinants of child mortality</th>
<th>Regression coefficients a</th>
<th>Incidence rate ratios a</th>
<th>P values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever smoked or currently smoking</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>-0.131</td>
<td>0.877</td>
<td>0.425</td>
</tr>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>[R]</td>
<td>[R]</td>
<td></td>
</tr>
<tr>
<td>Low risk</td>
<td>0.128</td>
<td>1.136</td>
<td>0.461</td>
</tr>
<tr>
<td>Medium risk</td>
<td>0.139</td>
<td>1.149</td>
<td>0.565</td>
</tr>
<tr>
<td>High risk</td>
<td>0.534</td>
<td>1.706</td>
<td>0.032</td>
</tr>
<tr>
<td>Constant</td>
<td>-5.844</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td></td>
<td></td>
<td>3 798</td>
</tr>
</tbody>
</table>

a. The model includes children ever-born as an exposure variable. R refers to reference category.

Source: Author’s calculations from the 2002 NATSISS MURF conducted at the ABS

Neighbourhood problems, existence of stress and high-risk drinking problems among parents increase the likelihood of child mortality. The odds of child mortality are 61 percent higher for children born and raised in a neighbourhood that has problems, while a high-risk drinking problem and the existence of stress within a household each increase the odds of child mortality by some 70 percent. Similarly, children of never-married mothers and mothers who have difficulty in dealing with service providers show respectively a 35 and 12 percent elevated risk of mortality compared to their counterparts who live with both parents or live with a mother who has no difficulty in accessing services. A strong and statistically significant association is also evident between maternal age, child mortality and degree of attachment to and residence on their homeland.

However, maternal education, place of residence and labour force participation, which are known to have a strong association with mortality in the literature do not show significant association with child mortality in the present analysis. Other factors that were also found to be not significant were composition of household and smoking behaviour of the mother. These findings may suggest that the relationships between residential pattern and socio-occupational status and child mortality are not direct but operate through other variables.

**Concluding remarks**

Using the 2002 NATSISS, this study has attempted to generate an alternative estimate of child mortality and identify its determinants among Indigenous Australians. The results of the analysis showed that while there is some evidence of a decline in child mortality in recent years, mortality among young Indigenous Australians still remains three to four times higher than their non-Indigenous counterparts. It is observed that home ownership, quality of dwelling, better neighbourhood environment and absence of stress in the household have a positive influence on child health. On the other hand, other maternal factors
such as high-risk drinking behaviour and lone parenthood increase the probability of child mortality, while degree of urbanisation has no effect. However, part of the explanation for the latter may lie in data quality which, as demonstrated in the paper, appears to be highly volatile and deviates sufficiently from known patterns to cast doubt on its quality, particularly at the level of jurisdiction. There is, therefore, a need to explore the causes of these problems and find ways to avoid the shortcomings in future data collections. As the 2002 NATSISS data also only permit analysis of child mortality, it is important to explore the feasibility of collecting information on adult mortality so that the results from these data could be used to counter-check existing estimates that are based on conventional methods. The NATSISS data also provide no information on current fertility, which is a useful input for population projection. This information can be obtained by asking all women in the reproductive age group one simple question on whether or not they had a live birth in the 12 months preceding the survey.
7. Understanding housing outcomes for Indigenous Australians: what can the 2002 NATSISS add?

Will Sanders

Almost a decade ago, when looking at the 1994 NATSIS, I was able to be very complimentary about what that survey could add to our understanding of housing outcomes for Indigenous Australians. That was largely because, in the housing area, the 1994 NATSIS had improved on previous census collections in two important ways: it had developed a better tenure breakdown, distinguishing between community and private rental dwellings, and it had developed an accessible and useful geographic breakdown into capital cities, other urban, and rural or remote areas. Using the 1994 NATSIS, I was able to show just how different the community and private rental tenures were for Indigenous households and, perhaps more importantly, just how different tenure profiles for these households were in rural and remote areas compared to the cities and other urban areas (Sanders 1996).

Today, it is a little more difficult to be glowingly complimentary about what the 2002 NATSISS can add to our understanding of housing outcomes for Indigenous Australians. This is not because the Indigenous survey processes have, in any way, gone backwards, but because other data collection processes, most notably the five-yearly censuses, have moved a long way forwards. Recently, I was able to undertake an analysis of housing outcomes for Indigenous households in five geographic categories of Australia ranging from major cities to very remote areas based entirely on publicly available data from the 2001 Census (Sanders 2005). I could show, even more clearly than I had been able to with the 1994 NATSIS, how different were the tenure profiles of remote areas compared to the cities and regional areas, and again how different were community and private rental. This makes it harder to argue that the 2002 NATSISS now adds so significantly to our understanding of Indigenous housing outcomes. However, it does still add some degree of understanding, and it can be used to confirm and reinforce census-based analysis.

In this paper I will reflect on the housing data from the 2002 NATSISS, drawing figures primarily from the RADL, but occasionally also quoting figures directly from ABS (2004c). The RADL contains two files, one giving characteristics of an estimated 165 674 dwellings containing Indigenous households, and the other giving characteristics of an estimated 282 205 Indigenous adults. When analysing housing characteristics, the predominant practice is to report figures relating to
dwellings containing Indigenous households. However, it is also possible, and can be informative, to report by ‘persons’. In what follows, I often give both sets of figures, noting in the process that the figures by ‘persons’ tend to accentuate the differences between tenures and geographic areas. In the first section of the paper, I look at housing tenure profiles and household size by remoteness. In the second section of the paper, I look at a range of affordability and adequacy issues analysed primarily by tenure, but also by remoteness. In the third section of the paper, I look briefly at comparisons with non-Indigenous Australians and changes over time. I conclude by reiterating that almost all of this analysis can also nowadays be done from the five-yearly census data.

Many of the tables that follow divide Indigenous households or people into remote and non-remote areas. This two-fold geography is a sub-set of the ABS’s five-fold remoteness classification ranging from cities to very remote areas. The two-fold categorisation combines remote and very remote areas, on the one hand, and cities and inner and outer regional areas on the other. While not as refined as the five-fold categorisation available in the census, this two-fold categorisation is still robust enough to show major geographic differences in housing characteristics among Indigenous households and people.

**Housing tenure profiles and household size by remoteness**

Table 7.1 presents tenure profiles of dwellings containing Indigenous households in remote and non-remote areas in 2002. In the non-remote areas, three tenures—buying, government and private rental—each account for approximately a quarter of households, with ownership and other less significant tenures making up the last quarter of households. In the remote areas, by contrast, buying, private rental and ownership all fall away to single figure percentages, while government rental also falls away, but not quite so dramatically, to 17.1 per cent. What rises in remote areas in their place is one of the very minor tenures in non-remote areas—community rental. This tenure accounts for 49.7 per cent of dwellings containing Indigenous households in remote areas, but only 6.8 per cent in non-remote areas. Community rental is hence the dominant tenure in remote areas, while being fairly insignificant in non-remote areas. This contrast suggests just how different the housing tenure system is for Indigenous people in remote areas compared to elsewhere.
Table 7.1. Tenure of dwellings containing Indigenous households by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number 000s</strong></td>
<td>29.2</td>
<td>136.5</td>
<td>165.7</td>
</tr>
<tr>
<td>Owned %</td>
<td>5.9</td>
<td>11.8</td>
<td>10.8</td>
</tr>
<tr>
<td>Buying %</td>
<td>7.7</td>
<td>23.2</td>
<td>20.5</td>
</tr>
<tr>
<td>Government rental %</td>
<td>17.1</td>
<td>24.0</td>
<td>22.7</td>
</tr>
<tr>
<td>Community rental %</td>
<td>49.7</td>
<td>6.8</td>
<td>14.4</td>
</tr>
<tr>
<td>Private rental %</td>
<td>4.9</td>
<td>26.3</td>
<td>22.5</td>
</tr>
<tr>
<td>Employer and other rental %</td>
<td>7.7</td>
<td>5.9</td>
<td>6.2</td>
</tr>
<tr>
<td>Other %</td>
<td>7.0</td>
<td>2.0</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Some explanation of community rental may be of assistance at this point for those not familiar with Indigenous housing policy. Community rental is the product of a thirty-year government effort to improve Indigenous housing conditions at government capital expense by providing between 500 and 1000 dwellings per year through grant funding to Indigenous community organisations. While these dwellings have been government-funded at the point of construction or capital expenditure, the ongoing ownership and management of them has been vested in Indigenous community organisations. These organisations have then been encouraged to charge income-related rents to cover recurrent housing costs, such as repairs and maintenance, and this has led to the label ‘community rental’. The closest cousin of community rental housing within the housing tenure system is government rental, which is also provided at government capital expense, and which also charges income-related rents in the hope of covering recurrent housing costs. However, government rental in most instances is restricted to cities and smaller urban areas. It does not often extend into remote, non-urban places, where significant numbers of Indigenous people live. In these areas, community rental generally takes over the role from government rental of meeting the housing needs of those who do not seem able to do so through market processes. Sometimes government rental and community rental are together referred to as social housing.

Table 7.2, which reports housing tenure by Indigenous people aged 15 years or over (hereafter referred to as adults), accentuates the tenure difference between remote and non-remote areas shown in Table 7.1. While the figures for non-remote areas differ by only one or two per cent for any tenure category from Table 7.1, for community rental in remote areas the figure increases by almost 14 per cent so that 63.6 per cent of Indigenous adults in these areas live in community rental dwellings. The dominance of community rental among Indigenous people in remote areas thus becomes all the more stark when reported by numbers of people, rather than households. The key to this shift is different household sizes in remote and non-remote areas.
Table 7.2. Housing tenure of Indigenous persons aged 15 years or over by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number 000s</strong></td>
<td>77.1</td>
<td>205.1</td>
<td>282.2</td>
</tr>
<tr>
<td>Owned %</td>
<td>3.8</td>
<td>12.0</td>
<td>9.8</td>
</tr>
<tr>
<td>Buying %</td>
<td>4.9</td>
<td>22.4</td>
<td>17.6</td>
</tr>
<tr>
<td>Government rental %</td>
<td>13.2</td>
<td>25.4</td>
<td>22.1</td>
</tr>
<tr>
<td>Community rental %</td>
<td>63.6</td>
<td>8.5</td>
<td>23.5</td>
</tr>
<tr>
<td>Private rental %</td>
<td>3.4</td>
<td>24.3</td>
<td>18.6</td>
</tr>
<tr>
<td>Employer and other rental %</td>
<td>5.4</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>Other %</td>
<td>5.8</td>
<td>1.9</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Table 7.3 gives percentage distributions of household size by dwellings containing Indigenous households in remote and non-remote areas. It shows that whereas 21.2 per cent of these dwellings in remote areas have seven or more members of the household, only 5.4 per cent do in non-remote areas. Table 7.4 accentuates this difference by showing that 39.3 per cent of Indigenous adults in remote areas live in households of seven or more people, compared to 8.7 per cent in non-remote areas. Conversely, the proportions of Indigenous households containing four or fewer people, and of Indigenous people living in such households, are much higher in non-remote areas. This means tenure differences between remote and non-remote areas are accentuated when reported by Indigenous people, rather than households, due to larger Indigenous households in remote areas.

Table 7.3. Household size of dwelling containing Indigenous households by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number 000s</strong></td>
<td>29.2</td>
<td>136.5</td>
<td>165.7</td>
</tr>
<tr>
<td>1–2 persons %</td>
<td>29.2</td>
<td>39.6</td>
<td>37.8</td>
</tr>
<tr>
<td>3–4 persons %</td>
<td>29.2</td>
<td>38.6</td>
<td>37.0</td>
</tr>
<tr>
<td>5–6 persons %</td>
<td>20.3</td>
<td>16.3</td>
<td>17.0</td>
</tr>
<tr>
<td>7 or more persons %</td>
<td>21.2</td>
<td>5.4</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Table 7.4. Household size of Indigenous persons aged 15 years or over by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number 000s</strong></td>
<td>77.1</td>
<td>205.1</td>
<td>282.2</td>
</tr>
<tr>
<td>1–2 persons %</td>
<td>14.9</td>
<td>30.8</td>
<td>26.5</td>
</tr>
<tr>
<td>3–4 persons %</td>
<td>24.6</td>
<td>40.7</td>
<td>36.3</td>
</tr>
<tr>
<td>5–6 persons %</td>
<td>21.2</td>
<td>19.8</td>
<td>20.2</td>
</tr>
<tr>
<td>7 or more persons %</td>
<td>39.3</td>
<td>8.7</td>
<td>17.1</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL
Table 7.5 presents one final set of figures relating to housing tenure profiles and remoteness. These figures are for Torres Strait Islanders living in Torres Strait, the rest of Queensland and Australia (excluding Torres Strait). The figures in this table are drawn from ABS (2004c) rather than the RADL, and are based on the number of people responding to the 2002 NATSISS (not the number of households). To ensure that the estimates are reasonably reliable, the table is restricted to just two tenure categories: owned (including buying) and rental. Islanders in the Strait show the usual heavy reliance on rental of Indigenous people in remote areas and the concomitant low levels of home buying or ownership, at just 6.2 per cent, though ABS considers this statistically unreliable. 1 Islanders in the rest of Queensland show higher levels of buying and ownership and those in the rest of Australia, even higher still. We should note in passing here that were this third geographic category to be defined exclusively, as Australia excluding Queensland, (rather than overlapping with the second category and hence including Islanders in the rest of Queensland again), then clearly the level of home buying and ownership among this group of Islanders would be significantly higher again.

Table 7.5. Housing tenure of Torres Strait Islander persons aged 15 years and over by area, 2002

<table>
<thead>
<tr>
<th>Number 000s</th>
<th>Torres Strait</th>
<th>Rest of Queensland</th>
<th>Australia (excluding Torres Strait)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owned %</td>
<td>6.2**</td>
<td>20.9*</td>
<td>34.9</td>
</tr>
<tr>
<td>Rental %</td>
<td>84.6*</td>
<td>79.1</td>
<td>63.8</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 23)

Affordability and adequacy issues by tenure and remoteness

Back in 1996, using the 1994 NATSISS, the second set of issues I was able to explore was the affordability and adequacy of different housing tenures including, at times, owning and buying, as well as community, government and private rental. This exploration bore out the usefulness—indeed, the indispensability—of the distinction between community and private rental, as these are not only very different tenures in terms of their geographic distribution but also in terms of their affordability and adequacy characteristics.

Table 7.6 confirms, yet again, the vast differences in rents between community and private rental, with mean weekly rentals of $66 and $152 respectively. Government rental, with a mean rent of $87 per week, is a little more expensive than community rental but considerably less expensive than private rental.

---

1 One asterisk indicates that the estimate should be used with caution because it has a relative standard error of between 25 and 50%. Two asterisks indicate that the estimate has relative standard error of greater than 50% and the ABS generally considers it unreliable. Clearly estimating even a two-fold distinction for a population group of only 3600 is pushing the NATSISS to its methodological limits.
Table 7.6. Weekly rents (in 2002 $) of dwellings containing Indigenous households by tenure, 2002

<table>
<thead>
<tr>
<th></th>
<th>Community rental</th>
<th>Government rental</th>
<th>Private rental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>66</td>
<td>87</td>
<td>152</td>
</tr>
<tr>
<td>Median</td>
<td>60</td>
<td>80</td>
<td>145</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Table 7.7 suggests there is, however, a downside to the inexpensiveness of community rental in terms of dwelling adequacy. It presents data from the 2002 NATSISS showing community rental dwellings as being reported most often (at 54.7%) as having structural problems and least often (at 57.6%) as having repairs and maintenance carried out in the last twelve months. Government and private rental were reported to be substantially better on both these adequacy measures and dwellings that were owned or being bought were better still.

A third measure of housing adequacy has been constructed by the ABS by comparing numbers of people and bedrooms in a dwelling against the Canadian National Occupancy Standard (CNOS). On this measure too, community rental comes out as the least adequate tenure, with 34.4 per cent of its dwellings requiring additional bedrooms, compared to 13.8 per cent in government rental, 11.6 per cent in private rental and single figure percentages in dwellings that are owned or being bought. To a large extent, these figures for requiring additional bedrooms are a reflection of household size and, in the fourth line of Table 7.7, I give the mean household size for dwellings containing Indigenous households by tenure. Community rental, at 4.6, has a distinctly larger mean household size than the other tenures, none of which have means above 3.6 people per household.

The fifth line of Table 7.7 provides a housing affordability measure, which is perhaps a little more sophisticated than just rent paid. This is the proportion of households paying more than 25 per cent of their income in rent or mortgage. On this measure, community rental (16.0%) is again a bit more affordable than government rental (22.2%) and a lot more affordable than private rental (50.2%). Also, buying is actually more affordable than all three rental tenures, although buyers may of course have non-mortgage costs, like rates, that renters do not. Furthermore, affordability for buyers can depend greatly on where they are in the repayment cycle, so comparisons between buyers and rental tenures are not straightforward. The most important figure to emerge from this fifth line of Table 7.7 is, I would argue, that 50.2 per cent of Indigenous households in private rental pay more than 25 per cent of their household income in rent. Whereas community rental appears to be an inexpensive tenure with some adequacy issues for Indigenous households, private rental appears to be a tenure category with some quite significant affordability issues.

---

2 The CNOS is explained at explanatory notes 49 and 50 in ABS (2004c).
From the sixth line, Table 7.7 presents more fine-grained housing adequacy measures from the 2002 NATSISS relating to household facilities; such as whether a dwelling has a working stove, washing machine or toilet, and adequate kitchen bench and cupboard space. Although the proportions of dwellings containing Indigenous households which have these facilities are generally quite high, there are instances where they drop away. In all instances, bar one, it is community rental dwellings that most frequently do not have these facilities. The three instances where figures drop below 90 per cent in this part of Table 7.7 are all in community rental dwellings; having a working fridge (89.9%), a working washing machine (81.1%), and having adequate kitchen cupboard and bench space (76.5%). The last line of Table 7.7 shows major differences between tenures in having a working telephone in the dwelling, with less than half of community rental dwellings doing so.

Table 7.7. Adequacy and affordability characteristics of dwellings containing Indigenous households by tenure, 2002

<table>
<thead>
<tr>
<th>Number 000s</th>
<th>Community rental</th>
<th>Government rental</th>
<th>Private rental</th>
<th>Buying</th>
<th>Owned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has structural problems %</td>
<td>54.7</td>
<td>41.8</td>
<td>33.5</td>
<td>22.5</td>
<td>22.3</td>
</tr>
<tr>
<td>Repairs and maintenance carried out %</td>
<td>57.6</td>
<td>64.5</td>
<td>61.6</td>
<td>72.0</td>
<td>63.1</td>
</tr>
<tr>
<td>Requires additional bedrooms %</td>
<td>34.4</td>
<td>13.8</td>
<td>11.6</td>
<td>5.6</td>
<td>6.1</td>
</tr>
<tr>
<td>Mean household size</td>
<td>4.6</td>
<td>3.4</td>
<td>3.1</td>
<td>3.6</td>
<td>3.0</td>
</tr>
<tr>
<td>Pays &gt; 1/4 of household income in rent/mortgage %</td>
<td>16.0</td>
<td>22.2</td>
<td>50.2</td>
<td>14.1</td>
<td>–</td>
</tr>
<tr>
<td>Has working stove/oven %</td>
<td>91.1</td>
<td>99.1</td>
<td>98.3</td>
<td>99.8</td>
<td>97.3</td>
</tr>
<tr>
<td>Has kitchen sink %</td>
<td>97.7</td>
<td>100.0</td>
<td>99.1</td>
<td>99.6</td>
<td>98.7</td>
</tr>
<tr>
<td>Has adequate kitchen cupboard/ bench space %</td>
<td>76.5</td>
<td>81.2</td>
<td>89.1</td>
<td>91.9</td>
<td>94.9</td>
</tr>
<tr>
<td>Has working refrigerator %</td>
<td>89.9</td>
<td>96.8</td>
<td>97.6</td>
<td>99.9</td>
<td>99.9</td>
</tr>
<tr>
<td>Has working washing machine %</td>
<td>81.1</td>
<td>90.4</td>
<td>92.6</td>
<td>98.1</td>
<td>98.3</td>
</tr>
<tr>
<td>Has working bath/shower %</td>
<td>97.9</td>
<td>99.2</td>
<td>99.5</td>
<td>100.0</td>
<td>99.5</td>
</tr>
<tr>
<td>Has laundry tub %</td>
<td>96.7</td>
<td>96.9</td>
<td>94.7</td>
<td>98.1</td>
<td>97.5</td>
</tr>
<tr>
<td>Has working toilet %</td>
<td>97.1</td>
<td>99.2</td>
<td>99.4</td>
<td>99.8</td>
<td>99.8</td>
</tr>
<tr>
<td>Has working telephone %</td>
<td>47.1</td>
<td>72.7</td>
<td>80.9</td>
<td>95.6</td>
<td>94.3</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Table 7.8 reports the top five of these adequacy and affordability measures by Indigenous adults living in different tenures. This reporting tends to accentuate the differences between community rental and the other four tenures compared to reporting by dwelling. For example, the percentage for dwellings requiring additional bedrooms in community rental increases from 34.4 per cent when reported by dwelling to 51.0 per cent when reported by ‘persons’, while the comparable shift for private rental is from 11.6 to 18.2 per cent. These shifts need not concern us greatly here, as reporting housing adequacy and affordability characteristics as if they attach to people is sometimes a bit strained. Also, in the 2002 NATSISS, this information was generally obtained from a single household spokesperson, so is probably best reported on a household basis.
Table 7.8. Housing adequacy and affordability characteristics of Indigenous persons aged 15 years or over by tenure, 2002

<table>
<thead>
<tr>
<th></th>
<th>Community rental</th>
<th>Government rental</th>
<th>Private rental</th>
<th>Buying</th>
<th>Owned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number 000s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has structural problems %</td>
<td>66.4</td>
<td>62.2</td>
<td>52.4</td>
<td>49.6</td>
<td>27.5</td>
</tr>
<tr>
<td>Repairs and maintenance carried out %</td>
<td>56.4</td>
<td>66.2</td>
<td>60.9</td>
<td>72.9</td>
<td>64.7</td>
</tr>
<tr>
<td>Requires additional bedrooms %</td>
<td>51.0</td>
<td>20.5</td>
<td>18.2</td>
<td>9.8</td>
<td>10.3</td>
</tr>
<tr>
<td>Mean household size</td>
<td>5.9</td>
<td>4.0</td>
<td>3.5</td>
<td>3.9</td>
<td>3.4</td>
</tr>
<tr>
<td>Pays &gt; 1/4 of household income in rent/mortgage %</td>
<td>8.6</td>
<td>17.2</td>
<td>44.9</td>
<td>11.4</td>
<td>-</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Of more substantial interest is that these housing adequacy and affordability measures from the 2002 NATSISS can also be reported by remote and non-remote areas, as in Table 7.9. Given the very different geographic distribution of the tenures, it is not surprising that this division also shows substantial adequacy and affordability differences. Table 7.9 shows that 49.9 per cent of dwellings containing Indigenous households in remote areas have structural problems compared to 31.9 per cent in non-remote areas. And 32.9 per cent in remote areas require additional bedrooms compared to 9.7 per cent in non-remote areas. Conversely, only 10.4 per cent of Indigenous households in remote areas pay more than 25 per cent of their household income in rent or mortgage payments compared to 26.4 per cent in non-remote areas. Further down Table 7.9 we can also see, for example, that 89.6 per cent of dwellings containing Indigenous households in remote areas have a working refrigerator, compared to 98.4 per cent in non-remote areas, while 50.3 per cent in remote areas have a working telephone compared to 83.4 per cent in non-remote areas. Table 7.10, like Table 7.8 for tenures, reports the top five of these adequacy and affordability measures by Indigenous persons, rather than dwellings.
Table 7.9. Adequacy and affordability characteristics of dwellings containing Indigenous households by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote 29.2</th>
<th>Non-remote 136.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has structural problems %</td>
<td>49.9</td>
<td>31.9</td>
</tr>
<tr>
<td>Repairs and maintenance carried out %</td>
<td>51.8</td>
<td>65.9</td>
</tr>
<tr>
<td>Requires additional bedrooms %</td>
<td>32.9</td>
<td>9.7</td>
</tr>
<tr>
<td>Mean household size</td>
<td>4.4</td>
<td>3.3</td>
</tr>
<tr>
<td>Pays &gt; 1/4 of household income in rent/mortgage %</td>
<td>10.4</td>
<td>26.4</td>
</tr>
<tr>
<td>Has working stove/oven %</td>
<td>89.0</td>
<td>99.1</td>
</tr>
<tr>
<td>Has kitchen sink %</td>
<td>96.5</td>
<td>99.4</td>
</tr>
<tr>
<td>Has adequate kitchen cupboard/bench space %</td>
<td>75.9</td>
<td>88.4</td>
</tr>
<tr>
<td>Has working refrigerator %</td>
<td>89.6</td>
<td>98.4</td>
</tr>
<tr>
<td>Has working washing machine %</td>
<td>80.9</td>
<td>94.3</td>
</tr>
<tr>
<td>Has working bath/shower %</td>
<td>96.1</td>
<td>99.6</td>
</tr>
<tr>
<td>Has laundry tub %</td>
<td>93.5</td>
<td>96.9</td>
</tr>
<tr>
<td>Has working toilet %</td>
<td>94.9</td>
<td>99.7</td>
</tr>
<tr>
<td>Has working telephone %</td>
<td>50.3</td>
<td>83.4</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Table 7.10. Housing adequacy and affordability characteristics of Indigenous persons aged 15 years or over by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote 77.1</th>
<th>Non-remote 205.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has structural problems %</td>
<td>58.4</td>
<td>32.5</td>
</tr>
<tr>
<td>Repairs and maintenance carried out %</td>
<td>51.9</td>
<td>66.7</td>
</tr>
<tr>
<td>Requires additional bedrooms %</td>
<td>50.3</td>
<td>14.9</td>
</tr>
<tr>
<td>Mean household size</td>
<td>5.8</td>
<td>3.7</td>
</tr>
<tr>
<td>Pays &gt; 1/4 of household income in rent/mortgage %</td>
<td>7.1</td>
<td>19.9</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS RADL

Tables 7.7 to 7.10 all show that housing adequacy issues are much more prevalent in remote areas and community rental, while affordability issues are much more prevalent in non-remote areas and private rental. This contrast is now a well established theme in discussions of Indigenous housing need based on census analysis (Neutze, Sanders & Jones 2000). It should also be noted, in this regard, that the measures in lines three to five of tables 7.7 to 7.10 can be—and have, in recent times, increasingly been—constructed from census data (Jones 1994, 1999; NCSAGIS 2003). If these measures are seen as sufficient for understanding the basic adequacy and affordability characteristics of Indigenous housing, by tenure and remoteness, then the census tells us essentially what we need to know.
Comparisons with non-Indigenous Australians and over time

ABS (2004c) draws on the 2002 GSS to construct comparisons between the tenure profiles of Indigenous and non-Indigenous people aged 18 years and over. The findings are reproduced in Table 7.11, although I have left out the figures combining remote and non-remote Indigenous people on purpose. These seem to me to combine two such disparate groups (in terms of their housing tenure characteristics) that they actually obscure, rather than clarify, the situation. Perhaps more importantly, the non-indigenous estimates only refer to non-remote areas—that is, where the GSS was conducted.

Table 7.11 usefully reminds us that, whatever the differences between the housing characteristics of Indigenous people in remote and non-remote areas, the differences between Indigenous people in non-remote areas and non-Indigenous people are just as great. Only 12.4 per cent of Indigenous people aged 18 years or over in non-remote areas live in houses that are owned by an occupant, compared to 38.5 per cent of non-Indigenous people. And the percentages for living in houses that are being bought are 21.0 and 34.6 respectively. Conversely, Indigenous people in non-remote areas rely far more heavily than do non-Indigenous people on both government rental (24.4 per cent compared to 3.8 per cent) and other—mainly private—rental (29.8 per cent compared to 19.9 per cent). Meanwhile, the housing tenure characteristics of Indigenous people in remote areas are so different from those of non-Indigenous people as to not really bare comparison at all.

Table 7.11. Housing tenure characteristics of Indigenous and non-Indigenous persons aged 18 years or over, 2002

<table>
<thead>
<tr>
<th></th>
<th>Indigenous remote</th>
<th>Indigenous non-remote</th>
<th>Non-Indigenous non-remote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number 000s</td>
<td>69</td>
<td>182</td>
<td>14,354</td>
</tr>
<tr>
<td>Owned %</td>
<td>4.0</td>
<td>12.4</td>
<td>38.5</td>
</tr>
<tr>
<td>Buying %</td>
<td>4.6</td>
<td>21.0</td>
<td>34.6</td>
</tr>
<tr>
<td>Government rental %</td>
<td>12.6</td>
<td>24.4</td>
<td>3.8</td>
</tr>
<tr>
<td>Community rental %</td>
<td>64.3</td>
<td>9.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Other renter %</td>
<td>8.4</td>
<td>29.8</td>
<td>19.9</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 4)

Table 7.12 is again taken from ABS (2004c) and gives changes in the housing tenure characteristics of Indigenous adults from the 1994 NATSISS to the 2002 NATSISS. The biggest change is an 11.2 per cent drop in Indigenous people in government rental, from 33.3 to 22.1 per cent. This seems a surprisingly large drop, which needs further investigation. It probably reflects a quickly growing Aboriginal population at a time when the public housing stock is only growing very slowly or, relative to total housing stock, is perhaps in decline. However, it may also reflect some specific developments in Indigenous housing policy in particular States and Territories, where under recent inter-governmental
agreements it is possible that some Indigenous-specific public rental housing is being reclassified as community rental, or at least new investment in Indigenous-specific housing is moving in this direction. This seems to me something that will be worthwhile looking into when the 2006 Census becomes available and we have a much larger set of data spanning 10 years and three time points which distinguishes between government, community and private rental. However, it can be noted in passing, in a preliminary fashion, that when measured by dwelling numbers, the proportion of Indigenous households in public housing does appear to have been dropping since 1986 (Sanders 1996: 108).

The other major changes over time evident in Table 7.12 are a 6 per cent increase in people in dwellings that are being bought, a 5.6 per cent increase in people in community rental dwellings and 4.6 per cent increase in people in other, mainly private, rental dwellings. I think all these changes in tenure percentages should be treated with some caution, not least because they could partly be explained by a significant drop in the proportion of people for whom no housing tenure information was obtained from the 1994 NATSISS (7.6%) compared to the 2002 NATSISS (3.8%). These ‘not stated’ figures are not given in ABS (2004c), but are calculated in the last line of Table 7.12 by simply subtracting from 100 the percentage sum of the tenures given. Again, I would argue that the 2006 Census should give us some greater ability to look more reliably at tenure changes among Indigenous people and households, at least back to 1996.

Table 7.12. Housing tenure characteristics of Indigenous persons aged 15 years or over, 1994 and 2002

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number 000s</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owned %</td>
<td>10.9</td>
<td>9.7</td>
</tr>
<tr>
<td>Buying %</td>
<td>10.8</td>
<td>16.8</td>
</tr>
<tr>
<td>Government rental %</td>
<td>33.3</td>
<td>22.1</td>
</tr>
<tr>
<td>Community rental %</td>
<td>18.7</td>
<td>24.3</td>
</tr>
<tr>
<td>Other rental %</td>
<td>18.7</td>
<td>23.3</td>
</tr>
<tr>
<td>Housing tenure not stated? %</td>
<td>7.6</td>
<td>3.8</td>
</tr>
</tbody>
</table>

a. The difference between 1994 and 2002 is statistically significant at the 5% level.

Source: ABS (2004c: Table 6)

**Conclusion**

One recurring theme of this paper is that most housing analysis that can be done from the Indigenous-specific surveys can also nowadays be done from the five-yearly national census. Indeed, the census often gives a better tenure and geographic breakdown than surveys can. What the Indigenous-specific surveys have added, in comparison to the census, is some greater detail relating to housing adequacy measures. However, basic adequacy measures can also be derived from the census. So the answer to the question posed in the subtitle, ‘What can the
2002 NATSISS add?’ is, in fact, ‘not all that much’. The 2002 NATSISS confirms census analysis rather than taking it much further. Indeed, in the last section of the paper above, I have suggested that the findings from the 1994 and 2002 Indigenous-specific surveys relating to changes in housing tenure over time among Indigenous people should be treated with some caution and that it may be best to wait until the 2006 Census to work on this topic. Censuses are clearly the pre-eminent data sources for studying Indigenous housing outcomes, but the 2002 NATSISS can offer some insights on adequacy issues.
8. Revisiting the poverty war: income status and financial stress among Indigenous Australians

Boyd Hunter

Australia is at war! First there were the history wars, as Henry Reynolds, Keith Windshuttle and others fought over the technical detail and interpretation of Australia’s colonial history. Then came the war on terror, which followed the events of 11 September 2001. One of the latest ‘wars’ is the poverty war. Note that this is not the ‘war on poverty’ that LBJ talked about in the 1960s, but rather a battle for the hearts and minds of the Australian public (and media). Professor Peter Saunders has documented the Poverty wars that started with a coordinated series of skirmishes by the Centre for Independent Studies (CIS) against a report written for the Smith Family (Saunders 2005: 6–8). The debate started with some rather technical details of measurement, but quickly became bound up in questions of cause and response revealing stark differences in philosophy about choice, freedom, responsibility and the role of government. As always, the first casualty in war was the truth—or rather, public debate. The ferocity of the public debate caused the Smith family, one of the major non-profit welfare organisations in Australia, to stop using the word poverty and led them to disengage from poverty research. Saunders recommends that poverty research gets less technical and grounds itself in the lived experience of poverty and the social exclusion that perpetrates poverty in the long run (Saunders 2005). While I fully endorse this sentiment, it would largely entail qualitative research that has not yet been done, and is not possible to do using the 2002 NATSISS. However, the latest survey does provide direct information on financial stress and social capital for the first time. This provides an unambiguous advance in our knowledge of the processes underlying Indigenous disadvantage.

Income questions in the 2002 NATSISS tend to be asked in a reasonably similar way to other ABS surveys. The advent of financial stress questions in NATSISS and the GSS provide a broad indicator of how Indigenous and other Australian households are coping with their respective income statuses. Respondents were asked whether they could raise $2000 within a week for something important. Note that the main social capital variables are dealt with in Ruth Weston and

1 That is, the Peter Saunders who happens to be an ARC Professorial Fellow, and had been a Director of the Social Policy Research Centre for many years. He is not to be confused with the Peter Saunders from the CIS.
Matthew Gray (in this volume), with this chapter focusing largely on income characteristics and poverty issues.

The 1994 NATSISS included an impressive and diverse range of income data by source, as it asked respondents to indicate a separate amount for income from wages and salaries (for main job and second job), business income, government payments (that is, from a list of government pensions and a separate amount provided for family payments and rent assistance). Unfortunately, this rich source of information was not used by many researchers. One reason is that the publicly available data was coded into broad income ranges, so did not provide much distributional information. Another reason was that it was not entirely clear how robust the income data was. For example, was it really possible for individual respondents to accurately identify the separate amounts received from those sources when there were considerable flows between labour force states, and reasonably large flows between the various elements of the welfare system?

The official output for income for the 2002 NATSISS has been more modest than was attempted in the 1994 NATSISS (ABS 2004c). In contrast to the earlier survey, there has been no attempt to break down the amount of income from various sources in publications or the CURF. This is not necessarily a bad thing, as the analysts will not be tempted to overstate the amount of information contained in the income data. Indeed, the 2002 survey data has the major advantage that it is now provided in continuous form, and hence can be used for a more robust distributional analysis and a more informative analysis of poverty.

The structure of this chapter is as follows. The next section elaborates on how the poverty war debate appears to have influenced the way the 2002 NATSISS data was presented in the official ABS publication (2004c) and reflects on the utility of their classification of ‘low-income groups’, which was used as a synonym for poverty in that publication. The discussion in this section will also reflect on the limitations of how the survey was conducted, with specific reference to the problems with how the questions on income and financial stress were asked. The third and fourth sections then examine new insights provided by NATSISS data with respect to income and financial stress. The concluding section reflects on future directions for research to consolidate the analysis in this chapter.

---

2 While the income questions were asked slightly differently in CAs and NCAs, these minor differences are unlikely to matter much. Cash flow problems, and main source of income were not asked and not outputted for CAs. Note that information was collected and collated on the amount of income from separate sources in both CAs and non-CAs, but this data was not included in the CURF.

3 Note that there is still information on whether a person received income from various sources but there is no attempt to disaggregate the data.

4 Biddle & Hunter (in this volume) show that censoring of income and housing costs data in the 2002 NATSISS is not an important issue, so it represents the best opportunity to date to get informative insights into Indigenous poverty.
Poverty wars and the ABS low income category

The ABS is not a direct combatant in the poverty war. They are more like Switzerland, surrounded by belligerents. They are not doing the fighting but their policy appears to be affected by the war. Biddle and Hunter (in this volume) criticise the ABS’s measure of ‘low income’ as misleading, and this section briefly re-visits that discussion and places it in the context of the poverty war.

Based on analysis of the non-Indigenous population, the ABS (2004c) outputs data for the second and third decile as a measure of ‘low-income’, arguing that the lowest income decile has characteristic closer to those with higher incomes. ABS (2004c) uses this ‘low income’ group as a synonym for poverty, which appears to be an implicit endorsement of CIS criticism of income-based measures in the poverty wars, especially the claim that measurement error (or, rather, under-reporting) is pronounced for low-income earners—particularly those who indicate they have an income less than or equal to zero. One reason to be cautious about adopting the ABS definition of ‘low income’ without question is that the self-employed—a group that are often associated with measurement error in their income status—are not prominent in the Indigenous population.

Even if it were true that income is not measured properly for the non-Indigenous population with very low income, Biddle and Hunter (in this volume) show that this assumption is suspect for the Indigenous population. Compared to those in the second and third decile, those in the first decile are significantly less likely to be employed and own or purchase a home, and significantly more likely to have fair/poor health. Other variables not reported here indicate that the bottom decile respondents are also more disadvantaged, as they are more likely to:

- have not completed Year 12
- be unemployed or outside the labour force
- have been arrested in the last year, and
- have transport difficulties.

The ABS definition of low income tends to understate the incidence of Indigenous disadvantage, and it should not be used.

In contrast to the 1994 NATSISS, there were no specific questions for self-employed people in the 2002 NATSISS. However, data was collected on whether there was income from ‘profit or loss from own unincorporated business or partnership, rental property, dividends or interest’. Consequently, if one was particularly concerned about the reliability of income for the self-employed, one could eliminate people with some income from a business or partnership. Eliminating people with income from rental properties, dividends or interests might also be considered by analysts. While this strategy directly addresses the major criticism raised by the CIS in the poverty wars debate, it is not possible to implement using the CURF, as such data is not reported in remote areas.
Notwithstanding this, the lack of any solid evidence that income is being measured incorrectly in the low income category means that one should not be overly concerned about such bias in the Indigenous data. However, any comparisons with non-Indigenous populations in the GSS should focus on non-remote areas in the NATSISS and eliminate potentially problematic respondents such as the self-employed to test the sensitivity of the analysis and to maximise the validity of Indigenous/non-Indigenous comparisons.

Revisiting Indigenous income status and poverty

Altman & Hunter (1998) discuss how poverty among Indigenous people conceptually depends upon household composition, non-monetary income (produce from hunting and gathering activities), fundamental cross-cultural issues, and differences in consumer price indexes (CPIs) for various areas. One obvious issue for the financial stress variable is that $2000 will have a different value for Indigenous groups in various parts of the country. Such issues are likely to be particularly pronounced for remote areas where hunting and gathering activities are prominent and the cost of living is likely to be high. Consequently, some caution needs to be exercised when comparing Indigenous financial stress in various parts of the country.

The National Academy of Sciences Panel on Poverty and Family Assistance in the United States of America (USA) undertook a major study measuring poverty in the 1990s. The main report concluded that, ‘[a]lthough the empirical evidence helps determine the limits of what makes sense, there is no objective procedure for measuring the different needs for different family types’ (Citro & Michael 1995).

While there is no objective basis for identifying the precise needs of families, it is still necessary to attempt to control for the different costs of households of differing size and composition. This is usually done by adjusting income using an ‘equivalence scale’; for example, it is more expensive for two adults and three children to live in a household than a couple without dependants. Equivalence scales try to estimate how much more expensive it is for various households to live at a given standard of living, and consequently they vary with the number of people in the households and the mix of adults and dependants of various ages. The ABS calculated the ‘equivalent income’ by dividing the raw income by the Organization for Economic Cooperation and Development (OECD) scales, ranked this equivalised income for the whole population, and grouped households into quintiles (that is, groups of 20 percentiles of respondents, see ABS 2004c). However, the OECD scale is just one of many equivalence scales and I will discuss the range of feasible scales that could be used in the penultimate section.

5 There is no regular, reliable data for CPIs outside the capital cities.
Income status and financial stress

It will not surprise anyone that Indigenous people are twice as likely as other Australians to be in the lowest income quintile, and almost four times less likely to be in the highest quintile (see Table 8.1). Indigenous people are more likely than other Australians to rely on income from government pensions and allowances and be unable to raise $2000 within a week for something important. This is consistent with Indigenous employment disadvantage and the fact that the mean income of Indigenous households is around 60 per cent of that of other households (for discussion of the former, see Chapman & Gray in this volume).

Table 8.1. Income summary by Indigenous status in non-remote areas, 2002

<table>
<thead>
<tr>
<th></th>
<th>Indigenous</th>
<th>Non-Indigenous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equivalised household income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest quintile</td>
<td>41.7</td>
<td>19.3</td>
</tr>
<tr>
<td>Second quintile</td>
<td>28.3</td>
<td>18.6</td>
</tr>
<tr>
<td>Third quintile</td>
<td>14.4</td>
<td>19.0</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>9.2</td>
<td>19.9</td>
</tr>
<tr>
<td>Highest quintile</td>
<td>6.4</td>
<td>23.1</td>
</tr>
<tr>
<td>Main source of income CDEP</td>
<td>10.9</td>
<td>N/A</td>
</tr>
<tr>
<td>Main source other wages</td>
<td>30.6</td>
<td>56.9</td>
</tr>
<tr>
<td>Main source government pensions and allowances</td>
<td>51.7</td>
<td>27.1</td>
</tr>
<tr>
<td>Unable to raise $2000 within a week for something important</td>
<td>54.3</td>
<td>13.6</td>
</tr>
<tr>
<td>Mean equivalised household income ($)</td>
<td>394</td>
<td>665</td>
</tr>
</tbody>
</table>

a. The population for this table is persons aged 18 and over.
b. All the differences between Indigenous and non-Indigenous statistics in this table are significant at the 5% level.
Source: Table 4 in ABS (2004c)

Table 8.2. Income summary by remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non- remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equivalised household income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lowest quintile</td>
<td>40.5</td>
<td>43.2</td>
<td>42.5</td>
</tr>
<tr>
<td>Second quintile</td>
<td>37.4</td>
<td>25.3</td>
<td>28.3</td>
</tr>
<tr>
<td>Third quintile</td>
<td>12.8</td>
<td>14.5</td>
<td>14.0</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>5.9</td>
<td>10.3</td>
<td>9.2</td>
</tr>
<tr>
<td>Highest quintile</td>
<td>3.5</td>
<td>6.7</td>
<td>5.9</td>
</tr>
<tr>
<td>Unable to raise $2000 within a week for something important</td>
<td>73.0</td>
<td>47.3</td>
<td>54.3</td>
</tr>
<tr>
<td>Mean equivalised gross household income ($)</td>
<td>350</td>
<td>399</td>
<td>387</td>
</tr>
</tbody>
</table>

a. The population for this table is Indigenous persons aged 15 and over.
b. The differences between remote and non-remote areas are statistically significant at the 5% level.
Source: Table 1 in ABS (2004c)

The OECD equivalence scale does not take into account differences in the cost of living across areas, so it is particularly important to look at the income distributions and other characteristics in various areas. Table 8.2 documents the income differences in remote and non-remote areas and illustrates that the overall
distributions are not very different: there is a similar proportion of residents in all quintiles, except the second, in which remote areas have 12 percentage points more. The bottom line, in the bottom line, is that the average equivalised income in remote areas is lower, albeit only slightly lower. However, the proportion of people who cannot raise $2000 in a week for something important is much higher than in non-remote areas (73.0% and 47.3% respectively). This may indicate that the cost of living is placing more financial stress in remote areas or that Indigenous people in remote areas do not have access to social networks from which they might borrow the money (i.e. a form of social capital). The latter possibility can probably be discounted, since Indigenous people often are said to have a substantial amount of bonding social capital (Hunter 2004b). While Indigenous people in remote areas tend to have large social networks, the ‘problem of collective action’ may mean that it is difficult to coordinate the large number of competing claims on group resources (Olson 1965).

Before moving onto poverty measures, I want to describe financial stress by labour force status and remoteness. Figure 8.1 presents the incidence of being able to raise $2000 within a week in the bars. As in the rest of the monograph, the whiskers denote the 95 per cent confidence intervals, and as a rough rule if whiskers do not overlap, there is a significant difference between the estimates. As noted above, financial stress is higher in remote Australia. It is interesting to note that even non-CDEP employees in ‘very remote’ Australia have close to 60 per cent of workers suffering financial stress. This may reflect the methodology, with CAs being predominantly in such areas, but the size of the difference is remarkable and in my opinion unlikely to be explained by non-sampling error.

**Figure 8.1. Financial stress by labour forces status and remoteness, 2002**

Source: Customised cross-tabulations from the 2002 NATSISS MURF.
Also note that the level of financial stress is high for both unemployed and NILF categories in all areas. CDEP appears to have less financial stress in more urban environments but the reliability of these estimates is particularly low. That is, overall financial stress is high for all groups that are likely to be reliant on some form of government payment, and the best way out of financial stress is to have a job outside the CDEP scheme.

Table 8.3. Indigenous persons aged 15 years or over, selected income characteristics by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>Main source of personal income</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Australian total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDEP*</td>
<td>28.2</td>
<td>3.6</td>
<td>10.3</td>
</tr>
<tr>
<td>Other wages or salary*</td>
<td>18.1</td>
<td>33.2</td>
<td>29.0</td>
</tr>
<tr>
<td>Government pensions and allowances*</td>
<td>44.2</td>
<td>52.7</td>
<td>50.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Access to money</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Has a bank account*</td>
<td>87.0</td>
<td>96.9</td>
<td>94.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method(s) of accessing money*</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Over the counter at a bank</td>
<td>21.9</td>
<td>20.4</td>
<td>20.8</td>
</tr>
<tr>
<td>EFTPOS/ATM*</td>
<td>75.7</td>
<td>87.4</td>
<td>84.2</td>
</tr>
<tr>
<td>Internet banking*</td>
<td>1.1</td>
<td>6.1</td>
<td>4.7</td>
</tr>
<tr>
<td>Phone banking*</td>
<td>4.0</td>
<td>9.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Over the counter at post office</td>
<td>5.1</td>
<td>4.4</td>
<td>4.6</td>
</tr>
<tr>
<td>Other method</td>
<td>2.2</td>
<td>2.3</td>
<td>2.3</td>
</tr>
</tbody>
</table>

* a. The difference between remote and non-remote statistics is significant at the 5% level.
Source: Table 18 in ABS (2004c)

It is possible to explore the differences between remote and non-remote areas in more detail by looking at selected income characteristics (table 8.3). Remote areas are more likely to report their main source of income as the CDEP scheme, but are less likely than other areas to rely for most of their income wages from other jobs or government pensions and allowances. The reason for this is simply that CDEP income is identified as a separate source of income. If one argues that CDEP is in some sense a government payment, albeit with a work requirement, then the reliance on government payments in remote areas is substantially higher than in other areas. Remote areas are substantially less likely than other areas to have had government pensions and allowances as their main source of income in the last two years, again presumably because of the flow of people through CDEP schemes.

How do Indigenous people access their money? People in remote areas are significantly less likely to have a bank account, access money over the counter or engage in internet banking. While the incidence of internet banking is much lower than for the rest of Australians in both areas, the particularly low level of internet banking in remote areas is due to the lack of access to personal computers and the internet in such areas (see Radoll in this volume).
Table 8.4 explores several factors that are likely to be correlated with equivalised income. In the first CAEPR Working Paper, ‘Three Nations Not One’, I described how Indigenous respondents to the 1994 NATSISS only had a weak correlation between such factors and equivalent income. That study was hindered by the grouped nature of much of the income data for the 1994 survey, which meant that my calculations were only rough approximations.

Table 8.4. Indigenous persons aged 15 years or over, mean weekly equivalised gross household income quintiles by selected characteristics, Australia, 2002

<table>
<thead>
<tr>
<th>Income quintiles</th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
</tbody>
</table>

**Self-assessed health status**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent/very good</td>
<td>38.0</td>
<td>42.8</td>
<td>49.2</td>
<td>56.7</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>29.7</td>
<td>23.0</td>
<td>16.5</td>
<td>12.4</td>
</tr>
<tr>
<td>Has a disability or long-term health condition</td>
<td>43.5</td>
<td>33.3</td>
<td>30.5</td>
<td>25.3</td>
</tr>
</tbody>
</table>

**Risk behaviour/characteristics**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current daily smoker</td>
<td>57.1</td>
<td>48.1</td>
<td>42.5</td>
<td>32.2</td>
</tr>
<tr>
<td>Risky/high-risk alcohol consumption in last 12 months</td>
<td>13.8</td>
<td>14.4</td>
<td>15.5</td>
<td>14.0</td>
</tr>
</tbody>
</table>

**Educational attainment**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has a non-school qualification</td>
<td>17.8</td>
<td>23.4</td>
<td>38.1</td>
<td>43.0</td>
</tr>
<tr>
<td>Does not have a non-school qualification</td>
<td>5.9</td>
<td>11.1</td>
<td>12.1</td>
<td>19.4</td>
</tr>
<tr>
<td>Completed Year 12</td>
<td>30.5</td>
<td>31.1</td>
<td>28.4</td>
<td>23.5</td>
</tr>
<tr>
<td>Completed Year 10 or Year 11</td>
<td>45.7</td>
<td>34.5</td>
<td>21.4</td>
<td>14.1</td>
</tr>
<tr>
<td>Total with no non-school qualification</td>
<td>82.2</td>
<td>76.6</td>
<td>61.9</td>
<td>57.0</td>
</tr>
</tbody>
</table>

**Labour force status**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>9.3</td>
<td>11.5</td>
<td>16.5</td>
<td>4.8</td>
</tr>
<tr>
<td>CDEP</td>
<td>8.9</td>
<td>33.6</td>
<td>61.5</td>
<td>8.8</td>
</tr>
<tr>
<td>non-CDEP</td>
<td>20.8</td>
<td>11.2</td>
<td>7.9</td>
<td>4.7</td>
</tr>
<tr>
<td>Total employed</td>
<td>18.1</td>
<td>51.4</td>
<td>73.0</td>
<td>88.2</td>
</tr>
<tr>
<td>Unemployed</td>
<td>61.0</td>
<td>37.3</td>
<td>19.1</td>
<td>7.1</td>
</tr>
</tbody>
</table>

**Financial stress**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unable to raise $2000 within a week for something important</td>
<td>72.6</td>
<td>57.7</td>
<td>33.6</td>
<td>14.3</td>
</tr>
</tbody>
</table>

**Law and justice**

<table>
<thead>
<tr>
<th></th>
<th>Lowest</th>
<th>Second</th>
<th>Third</th>
<th>Fourth and fifth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrested by police in last 5 years</td>
<td>20.6</td>
<td>16.2</td>
<td>11.7</td>
<td>5.6</td>
</tr>
<tr>
<td>Incarcerated in last 5 years</td>
<td>8.5</td>
<td>7.9</td>
<td>7.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Victim of physical or threatened violence in last 12 months</td>
<td>29.3</td>
<td>22.7</td>
<td>18.8</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Source: Table 9 in ABS (2004c)

The 2002 data, which permits a more robust estimate of equivalised income than was possible in 1994 (at least using the CURF), shows that there is a significant difference between long-term health in the first quintile and the other quintiles. However, the incidence of such conditions is still very high in the top income group, with over one quarter having a long-term health condition. This level of
illness is unprecedented in other high income groups in Australia. Similarly, almost one third of the fourth and fifth quintiles were current daily smokers. All of the variables in this table exhibit a significant difference between the bottom quintile and the fourth and fifth quintiles except risky alcohol consumption, which is slightly higher in the top income group. Indigenous people in the bottom quintile are significantly less likely than the top income group to have an educational qualification, be employed outside the CDEP scheme, or participate in the labour force. However, they are more likely to be in financial stress, and to have been arrested, incarcerated or a victim of physical or threatened violence.

Does the fact that 15.6 per cent of Indigenous people are in the top two quintiles of Australian household income (see Table 8.1)—and that these people appear to be somewhat better off than other Indigenous people—mean there is now an Indigenous ‘middle class’? While there may be some signs of an Indigenous middle class emerging, the rates of social ills and socioeconomic disadvantage are too high for the ‘rich’ groups in Table 8.4. Obviously, addressing income levels is not the only relevant policy. In spite of the conclusion reached, it is clear that one of the main correlates of high income status is securing a non-CDEP scheme job, and addressing Indigenous labour market disadvantage is likely to be the most effective policy emphasis.

A brief digression on validating the top-coding assumptions when using grouped income data for Indigenous people

NATSISS allows us to accurately benchmark the top-coding assumptions routinely used in analysis of grouped data in the respective censuses. In the absence of other data, researchers and policy-makers tend to assume that the average income in the top category is some multiple of the bottom end of the income range, usually a factor of around 1.5. The mean income for the 2002 NATSISS respondents in the top category used in the 2001 Census can be calculated to verify the accuracy of this assumption for Indigenous Australians.\(^6\) The appropriate multiple of the bottom income range is 1.19 for remote areas and 1.32 for non-remote areas. Therefore, the usual assumptions were far too high for Indigenous people, especially in remote areas, which means previous estimates of average income will tend to understate Indigenous income disadvantage.

---

\(^6\) The income category was adjusted for the weighted average of CPIs in Australian capital cities for the relevant period.
Indigenous and other Australian poverty in 2002

The basic measure of poverty is the headcount measure which can be used to illustrate the disadvantage of Indigenous Australians (that even the researchers at the CIS acknowledge). Table 8.5 presents the headcount measures calculated using a poverty line based on one half of the median equivalised income within the GSS. This was considered to be a reasonably robust poverty line by both sides of the poverty war debate. In one-family households, Indigenous people are twice as likely to be under the poverty line. In households with more than one family living in the dwelling, Indigenous people are over 14 times more likely to be classified as poor. Clearly, household structure is an important ‘driver’ of Indigenous poverty. The equivalence scales used to calculate equivalent income is defined on household structure, so the poverty rates are in a sense ‘driven’ by household structure.

Table 8.5. Proportion with less than 50 per cent of median equivalised household income

<table>
<thead>
<tr>
<th></th>
<th>Indigenous</th>
<th>All Australian</th>
</tr>
</thead>
<tbody>
<tr>
<td>One family household</td>
<td>41.8</td>
<td>17.29</td>
</tr>
<tr>
<td>More than 1 family household</td>
<td>42.5</td>
<td>3.0</td>
</tr>
<tr>
<td>No dependants</td>
<td>41.2</td>
<td>23.6</td>
</tr>
<tr>
<td>1 dependant in household</td>
<td>39.1</td>
<td>12.6</td>
</tr>
<tr>
<td>2–4 dependants in household</td>
<td>44.7</td>
<td>16.1</td>
</tr>
<tr>
<td>5+ dependants in household</td>
<td>64.9</td>
<td>53.9</td>
</tr>
<tr>
<td>Major cities</td>
<td>39.3</td>
<td>17.9</td>
</tr>
<tr>
<td>Inner regional</td>
<td>50.2</td>
<td>23.7</td>
</tr>
<tr>
<td>Outer regional</td>
<td>46.1</td>
<td>27.0</td>
</tr>
<tr>
<td>Remote/very remote</td>
<td>43.3</td>
<td>NA</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS and GSS RADL

Having a large number of dependants is another recipe for being in poverty for both Indigenous and non-Indigenous people (i.e. having five or more dependants). Having said this, poverty is also particularly pronounced in Indigenous households with only one dependant.

The variation in poverty by geography is particularly interesting. While poverty is lowest for Indigenous and other Australians in major cities, it is particularly high for Indigenous people living in inner regional areas. Therefore, remote areas are actually less poor than in regional and provincial areas. Despite the lack of an estimate for remote areas from the GSS, poverty for all Australians tends to increase as accessibility to services becomes more difficult.

The tension between the poverty estimates in Table 8.5 and the financial stress data in Figure 8.1 and Table 8.2 is worth noting. Financial stress is higher in remote areas, especially very remote areas. It is particularly noteworthy that non-CDEP scheme employment in very remote areas is also associated with high levels of financial stress. Given that this group is likely to be among the better
educated (and most acculturated), this result is unlikely to be caused solely by non-sampling error. The tension between this direct question on financial stress and the standard measures of poverty means that we should question the latter, which are indirectly measured using a series of assumptions.

The theory of poverty is related to utility functions which are used to derive weights for particular households based on cost structures implicit in expenditure surveys (see Hunter, Kennedy & Biddle 2004). Underlying cost structures (and indeed preferences) are not necessarily the same for all sub-population groups, and therefore the imposition of the OECD equivalence scales on NATISS data can—and should—be contested. That is, the following question must be asked: how valid are the OECD equivalence scales when measuring Indigenous poverty?

In technical terms, equivalence scales estimate the ‘economies of scale’ of living in houses of various sizes and composition. The feasible range of equivalent incomes is bound by raw income and per capita income, with the latter representing an equivalence scale where the cost of each extra person is the same of those currently living in the house. At the other extreme, the equivalence scale underlying raw income assumes that each extra person living in a household cost nothing (i.e. perfect economies of scale). The OECD scale is somewhere between these two extreme assumptions.

Table 8.6 documents the headcount measure of poverty estimated by the proportion of people in households that are classified as poor using the various equivalence scales. Where there is only one person in the household, the actual equivalent income should not change when moving from raw income to per capita income, but the rest of the distribution does change which, in turn, results in a change to the poverty line. Consequently, per capita income pushes such households up the income distribution and they appear less poor. For households with two or more people in them, both the poverty line and the household’s equivalent income changes.

<table>
<thead>
<tr>
<th></th>
<th>Per capita income</th>
<th>Equivalised household income</th>
<th>Raw household income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indigenous</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 person in household</td>
<td>15.21</td>
<td>70.08</td>
<td>81.55</td>
</tr>
<tr>
<td>2–4 persons in household</td>
<td>35.36</td>
<td>37.78</td>
<td>40.11</td>
</tr>
<tr>
<td>5+ persons in household</td>
<td>65.09</td>
<td>47.64</td>
<td>10.45</td>
</tr>
<tr>
<td>All Australian</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 person in household</td>
<td>6.44</td>
<td>44.79</td>
<td>62.44</td>
</tr>
<tr>
<td>2–4 persons in household</td>
<td>11.92</td>
<td>17.06</td>
<td>20.68</td>
</tr>
<tr>
<td>5+ persons in household</td>
<td>22.98</td>
<td>13.73</td>
<td>5.38</td>
</tr>
</tbody>
</table>

Source: Author’s calculations based on the 2002 NATISS and GSS RADL
It is particularly interesting to note that Indigenous households with between two and four people in them have a tight range of poverty estimates, so we can be reasonably confident that these poverty estimates are reliable irrespective of the equivalence scale used. However, the story is different for large households with over five people in them, as poverty estimates vary wildly for both Indigenous and other Australians. This is not a criticism of the ABS because this has been observed earlier by many authors (Hunter, Kennedy & Biddle 2004; Whiteford 1985). The main point is that measured poverty in Table 8.6 is particularly sensitive to the choice of equivalence scales for large households, which Indigenous people frequently live in.

**Concluding remarks**

This chapter has attempted to illustrate that technical details do matter in poverty measurement because there is an implicit equivalence scale underlying Australia’s welfare system. The choice of an appropriate equivalence scale(s) for Indigenous Australians needs to be scrutinised and researched so that Indigenous poverty and disadvantage can be addressed adequately.

Where to for future research? The RADL offers exciting potential for research, especially given the more useful continuous income data and financial stress indicators. For my part, I have not published much serious econometric research on predictors of income using the 1994 NATSISS because the grouped nature of that data obscured too much information (one possible exception was some incidental analysis that was conducted to test sensitivity of other analysis in Borland & Hunter 2000). The addition of continuous income data on the RADL for the 2002 NATSISS means that more conventional labour market analysis of Indigenous wages is warranted.

Another potential area for research is that the simultaneous collection of GSS and NATSISS data offers the opportunity to examine the nature of Indigenous disadvantage vis-à-vis other Australians. It would be particularly interesting to pool the NATSISS and GSS data, but that could only be done within the confines of the ABS. One important impediment to the power of any such analysis is that there does not appear to be an Indigenous identifier on the GSS RADL, which means it is not possible to directly calculate non-Indigenous estimates. The inability to compare Indigenous estimates from the NATSISS to non-Indigenous estimates in the GSS is a major weakness of the set-up of the GSS CURF and severely circumscribes the usefulness of both data sets for policy-makers.
9. Family and community life

Ruth Weston and Matthew Gray

Well functioning families are vital to the wellbeing of individuals, their immediate communities, and broader societal groups. The ability of families to function well depends not only on their individual members, but also their physical and social contexts, including communities and wider organisations.

The 2002 NATSISS survey provides information on family and community life for the Indigenous population. It is one of the few nationally representative surveys of the Indigenous population that provides this kind of information and thus makes an important contribution to our understanding of these important aspects of the life of Indigenous Australians.

Collecting information in surveys on family and community life is always a challenge but is particularly difficult for some sections of the Indigenous population. This is in part because of the lack of congruence between the kinship terminology and concepts of local kin systems and those of the mainstream Anglo-Celtic system for many ‘tradition-orientated’ Indigenous people. It is also a result of many Indigenous households and families being larger and structurally more complex than for the non-Indigenous population. There are also differences in the dynamics underlying the structure and composition of households in mainstream and local Indigenous societies.

At the outset, it is important to keep in mind that virtually all measures examined in the 2002 NATSISS that relate to living standards or wellbeing are highly relevant to family and community life or wellbeing. Personal health status and health risk behaviours are prime examples, since family and community wellbeing is strongly linked with the wellbeing of individual family members.

Housing quality is another example of a variable that has a big impact on family and community wellbeing. As Taylor & Kinfu (in this volume) indicated, family needs represented one of the most commonly mentioned reasons for moving that respondents provided in the 2002 NATSISS. The fact that 52 per cent of respondents lived in houses needing ‘more bedrooms’ reveals the inadequate living conditions experienced by the majority of Indigenous families (see Sanders in this volume).

Despite the relevance of so many measures to family and community life, this chapter restricts attention to the more direct measures of family and community

---

1 We have borrowed the term ‘tradition-orientated’ from Morphy (2004a: 3) who used the term to refer to Indigenous people who live in discrete remote communities on or near their traditional country, with limited access to the economic mainstream.
Why study family and community?

As a basic unit of society, families have the key responsibility of caring for their members. This includes helping children and adults alike to be—or become—healthy, well adjusted and productive members of society and supporting elderly, infirm or disabled members. Such functions are complex and multi-faceted and involve the meeting of basic needs of family members, as well as the transmission of pro-social values. While there is no universally accepted definition of healthy functioning, it tends to be linked to meeting needs:

- of a physiological nature
- for educational/cognitive development (e.g. achievement, competence, mastery, independence)
- relating to psychosocial wellbeing (e.g. development of a sense of acceptance, belonging, trust and love, self-esteem, concerns beyond the self), and
- that have a spiritual dimension, including the development of a sense of purpose and meaning in life.

Communities are higher-order systems whose responsibilities also lie in promoting the wellbeing of individuals within them, both directly and indirectly, through supporting families to fulfill their responsibilities and providing opportunities for all members to participate in community life. Fulfilment of these responsibilities is important not only for the wellbeing of individuals and their families but also for national and international wellbeing. At the same time, family and community wellbeing depends on the wellbeing and contributions of their members, as well as those of higher order systems.

Clearly, then, research into family and community life is important for the identification of potential or existing resources and deficits or challenges confronting these social units, their individual members, and broader social systems. Ultimately, such research is important for the development and monitoring of the effectiveness of policies that are directed towards ensuring that individuals live in safe, supportive environments that enable them to reach their potential, adopt health-promoting lifestyles, participate in community life, and develop or maintain a sense of purpose and meaning in life.
Family and community life domains

Given the close interdependence between families and their communities, some measures in the 2002 NATSISS can be treated as indicators of either family or community life. The choice seems arbitrary at times, so we have listed in this section the measures covering either or both of these two domains.

Household and family type

The 2002 NATSISS provides detailed information on household type, family type and social marital status. Information on all the people living in the household was collected from a responsible adult. The survey excluded visitors to the dwelling, and those who stayed in the dwelling the previous night were defined as visitors if they would be staying for less than one month. An important feature of many Indigenous households is that there is a significant amount of mobility through the household, resulting in very complex and dynamic household structures (Morphy 2004a; Smith 2000b). The 2002 NATSISS survey provides virtually no information about such dynamics surrounding household composition. It is difficult (and perhaps not feasible) to collect this information using a cross-sectional survey for households that have a high turnover of people.

The categories and terms used to describe kin relationships are those that apply to the standard Anglo-Celtic system. Although the standard Anglo-Celtic system will be clearly understood and relevant for much of the Indigenous population, many traditionally-oriented Aboriginal people have kinship systems which differ markedly in their structure to the Anglo-Celtic system. For many of these respondents, the 2002 NATSISS questions very likely resulted in incoherent and uninterpretable data (Morphy 2004b).

While the complex familial structures of Indigenous societies are most pronounced in ‘traditionally-oriented’ communities, Smith (2000b) has shown that they persist in ‘settled’ Australia. Martin et al. (2004) conclude that, when this household information is used to construct measures of family type, the resulting ‘family types’ do not coincide with those found in many Indigenous communities (Martin et al. 2004: 95). A further issue is that the 2002 NATSISS survey does not provide any information on linked households, yet linkages between households represent an important feature of Indigenous family and community life.

The main point to be taken from this discussion is that care needs to be taken when interpreting the household composition, family type and social marital status information from the 2002 NATSISS given that, for a proportion of the sample, this information will have little relationship to the family circumstances in which the respondent lives. A detailed discussion of these issues is provided by Martin et al. (2004).
Information on the relationships amongst people in the family or household is obtained by asking the reference person (the person providing information on all household members) the relationship of everybody else in the household to themselves. Although the reference person model works well for simpler household and family structures, it only provides a very partial and potentially misleading picture for more complex family arrangements (particularly multi-generational families) which are so common in Indigenous Australia.

One possible way of improving the quality of this information is through using a household grid to collect information on the relationships amongst members of a household or family (see Brandon 2004). Relationship grids, which obtain information on the relationship of every household member to every other household member (i.e. not just the household reference person), are used in the Household, Income and Labour Dynamics in Australia (HILDA) survey.

Although the household grid has many advantages, it can be quite time-consuming to collect for larger complex household structures. Its inclusion would therefore require the omission of other questions. Furthermore, the grid would involve the use of kin relationship concepts that, as noted above, appear to be inappropriate for some Indigenous people.

An important issue in studying Indigenous families concerns ‘mixed families’ and ‘mixed households’. These are families or households in which not all members are of Aboriginal and Torres Strait Islander origin. One strength of the 2002 NATSISS survey is that it allows mixed families to be identified and outcomes for Indigenous families without any non-Indigenous members to be compared to those of families comprised solely of Indigenous people.

**Fertility and child survival**
Female respondents were asked to indicate how many children they had given birth to, how many were living with them, and how many were living elsewhere. These measures enable an estimate of the number of children who had not survived, although there will be some error in this derived variable (see Kinfu in this volume). While a direct question on child mortality can be extremely stressful for those who have experienced this event, it is noteworthy that HILDA introduced such a question in Wave 5.

**Removal from natural family**
Given that questions on removal from family could be highly stressful for respondents, interviewers first asked respondents whether it was ‘alright’ to ask questions on this issue. In total, 4 per cent of respondents indicated a preference to skip these questions (9% in remote areas and 3% in non-remote areas). All other respondents were asked, firstly, whether they had been taken away from their natural family by a mission, the government or welfare, and
secondly, whether any of their relatives had had such an experience. Those who indicated that one or more relatives had been removed from their natural family were asked to indicate which relative(s) experienced this. Once again, the terms used to indicate kin relationships were those applicable to the standard Anglo-Celtic kinship system (e.g. parents, aunts, uncles, brothers or sisters, children). The resulting data must therefore be interpreted with caution.

**Child care**

Although there are some differences in child care questions between the non-remote and remote area questionnaires, the questions on child care use are broadly comparable. These questions were restricted to respondents who had the main caring responsibility for any child living in the household who was aged 12 years or less. In both remote and non-remote areas, access was measured in terms of experiences in the previous four weeks and included questions on the use of formal and informal child care, unmet desire for using any (or additional) formal care, the main reason for not having wanted any (or any additional) formal care, and the main reason for any unmet desire to use such care during the four-week period.

More specifically, respondents who were interviewed using the non-remote questionnaire were asked whether they had used formal child care in the previous four weeks and, if so, the different types of formal care they had used. Respondents were also asked whether they needed any—or any additional—formal child care during this four-week period. Those who answered in the affirmative were asked to indicate the main reason for not having used such (additional) care. Finally, those who had not wanted to make any—or any more—use of formal child care in the previous four weeks were asked to indicate the main reason for not having wanted such (additional) care.

An important difference between the child care data collected using the remote and non-remote questionnaires is that, in remote areas, the respondent was asked whether there was a child care service in the community and, if there was not, whether they would use a service were it available. Those in remote areas which offered such a service were asked questions about their use of this service in their previous four weeks, aspirations regarding usage, and reasons for not having wanted to use the service or for having experienced unmet aspirations regarding service use. (These questions were essentially the same as those asked of respondents in non-remote areas about the use of formal child care.)

A key difference between the data collected in the 2002 NATSISS on child care and many other surveys is that the 2002 NATSISS questions are based on the person primarily responsible for the child(ren) in the household (i.e. an adult)

---

2 The categories are: before and/or after school care, long day care, family day care, occasional care, pre-school, kindergarten (excluding NSW and ACT), or other formal care (excluding vacation care).
whereas as other surveys provide information on the use of child care for each child (or the study child). Other relevant studies are the ABS Child Care Surveys and the HILDA survey. Thus, caution needs to be exercised in comparing the information on child care from NATSISS with estimates from other sources which are often child-based.

Further discussion of some of these issues appears later in this chapter.

Support in time of crisis

This question tapped the respondents’ perceptions of their ability to ask for support from people outside their household in times of crisis and the sources of any such support. The sources included individual acquaintances (e.g. friend, neighbour, family member, work colleague), as well as organisations, professionals and local council or other government services.  

It is important to note that, while some potential sources of support are more ‘approachable’ than others, some people are more confident than others in requesting assistance. Furthermore, some people may be prepared to approach family members and friends, but consider professionals or organisations as ‘out of bounds’, while the opposite may apply to other people. In other words, reports on support should not be treated as objective measures of the social environment, but rather as perceptions that are likely to be shaped not only by the existence and characteristics of potential sources of support but also by characteristics of the respondents themselves. Nevertheless, a sense of social support is an important aspect of personal wellbeing, and has obvious flow-on effects for the family and community.

Stressors experienced

Respondents were asked about whether they, or a close family member or friend, had experienced various stressful events over the previous 12 months. For respondents in non-remote areas, the events were subdivided into three groups:

- health issues (serious illness—including mental illness, accident, death of family member or close friend, or serious disability)
- relationship breakdown, employment problems and ‘risky’ behaviour (alcohol or drug-related activities, witness to violence, abuse or violent crime, trouble with the police or a gambling problem), and
- imprisonment, overcrowding at home, pressure to fulfill cultural responsibilities, and discrimination or racism.

3 Respondents in non-remote areas where shown a list of types of support (for example, emotional support, provide emergency accommodation, advise on what to do), while those in remote areas were simply asked whether they could ask somebody who does not live with them for help if they were having ‘serious problems’.
The nature and ordering of some items differed slightly for those in remote and non-remote areas. The main question – whether the issues have been a problem for the respondents, or for their family or close friends – does not fit well with some of the actual problems listed for those in remote areas (for example, ‘member of your family sent to jail or in jail’) (emphasis added). In non-remote areas, respondents were asked about ‘member of family sent to jail/currently in jail’. In other words, such respondents could include such events in the lives of their close friends’ families. This adds to the difficulty of comparing the experiences of respondents in remote and non-remote areas.

It is also important to point out that, given that ‘one person’s cup is another’s poison’, the population of stressful events is huge, and any sample from this population is likely to be an inadequate representation of potential stressors in a person’s life. Furthermore, non-events can be extremely stressful but there is no attempt to measure these (e.g. failure to obtain the expected promotion, failure to see one’s child achieve some strong ambition, failure to establish an intimate relationship with a much admired potential suitor, and so on).

Another difficulty with this measure is that it relates not only to personal experience of events that are typically seen as stressful, but also to the exposure of family or friends to such experiences. While difficulties faced by other people can be personally stressful, it would have been useful to be able to identify whether the experience applied to the respondent, a close family member or friend). It would also have been useful to identify the stressfulness of such events for the respondents. For instance, it appears that, compared with men, women tend to be more emotionally involved in the lives of those around them, more reactive to the moods and experiences of other family members and close friends, and more prone to mention interpersonal difficulties, including family-related concerns, in response to questions about the problems in their lives (see Cross & Madson 1997; Larson & Richards 1994; Thoits 1995). Under these circumstances, the questions about disruptive events experienced by close family and friends may tend to have a greater impact on women than men. It may also have a greater impact on some cultures than others.

It would have been extremely useful to compare the experiences of Indigenous respondents regarding the events listed with those of the non-Indigenous population. As is discussed in chapter 4 of this volume, the GSS is designed to be comparable to parts of the 2002 NATSISS. Unfortunately, while the GSS asks about stressors, the questions in the latter survey focus on stressors experienced by respondents or ‘anyone else’ close to him or her rather than ‘close family member or friend’ as is asked in the 2002 NATSISS. This difference may contribute to any systematic variation in reporting that may appear. Nevertheless, it will be possible to compare differences in reports within the Indigenous population—for example, men versus women, those with lower versus higher
educational attainment, and, where the stressful events described are identical in the two questionnaires, those in remote versus non-remote areas.

Neighbourhood problems
Respondents were asked about the existence of a series of neighbourhood problems, mainly covering property theft or damage, assault/violence, and neighbourhood conflict. These measures refer to respondents’ perceptions and should not be interpreted as objective measures of problems in the neighbourhood. They are relevant to a personal sense of safety and security and views about the safety of family members and others living in the locality—issues that are clearly important aspects of individual, family and community wellbeing.

It would be also useful to include perceptions of neighbourhood wellbeing (as well as ill-being), for example, beliefs about the extent to which people in the neighbourhood are trustworthy, vigilant about each other’s wellbeing and property, and generally willing to help each other out.

Voluntary work
Voluntary work represents an important indicator of engagement with society as well as a contribution to community life. It is worth noting, however, that the question focuses on work with organisations and does not capture more informal activities, such as helping an elderly neighbour or friend.

The question taps the type of organisations and number of different organisations to which respondents contribute on a voluntary basis. It should be noted that some respondents may contribute a great deal of time to one organisation or to several organisations of the same type (e.g. welfare/community), while others may contribute time to several organisations. Caution needs to be taken that those who work voluntarily for several organisations are not seen as spending more time in voluntary activities than those whose activities target one or more organisations of the same type.

These two issues outlined above point to the fact that the breadth and amount of voluntary community work are not tapped in this questionnaire.

Two illustrations of the value of the 2002 NATSISS data
In this section, the value of the 2002 NATSISS data for two areas of family life is illustrated. The first is use of child care and the second, removal from natural family.

---

4 One item in the list is ‘Level of personal safety day or night’. This does not seem to fit well with the others that refer to specific problems (theft, gangs, vandals, assault, etc) Perhaps it should be rephrased (for example, ‘Concerns about personal safety day or night’).
Child care

As discussed above, the 2002 NATSISS survey contains questions on the use of child care in the previous four weeks by respondents who had the main responsibility for children in the household aged 12 years or under. There is relatively little data available on use of child care by the Indigenous population and how it compares to that of the non-Indigenous population. Thus the 2002 NATSISS survey is a valuable new source of information on use of child care by the Indigenous population.

The use of child care by Indigenous people with primary responsibility for children (described as primary carers) by employment status and region of residence (remote compared to non-remote) is outlined in Table 9.1. Some comparisons with the use of child care by the total Australian population (i.e. predominantly non-Indigenous) are made. Comparable estimates for the total Australian population in non-remote areas of Australia were constructed using the HILDA Survey. Although the HILDA estimates are for non-remote areas, given that only a small proportion of Australian children live in these areas, there would be relatively little difference between the non-remote and the total Australian estimates.

Of the Indigenous primary carers, child care was used by a lower proportion who lived in remote rather than non-remote areas (56.7% versus 69.9%). It is interesting to note that Indigenous use of child care in non-remote areas is greater than non-Indigenous use, with 55.6 per cent of the non-Indigenous population using child care.

While similar proportions of the Indigenous population in remote and non-remote areas used informal care (39.7% and 40.9% respectively), those in remote areas were less likely than their counterparts in non-remote areas to have used formal services (15.9% versus 28.9%).

Differences are apparent between the non-remote Indigenous and non-Indigenous populations in their patterns of use of informal care. While for both these populations, the rate of use of formal care was around 28.8 per cent, the non-remote Indigenous population was more likely than the non-Indigenous population to have used informal care exclusively (40.9% versus 26.7%).

5 The Australian Government Department of Family and Community Services (FaCS) Census of Child Care Services provides important comparative information regarding the use of child care by the Indigenous and non-Indigenous population. However, this Census restricts attention to services that are approved and funded by the Australian Government and does not obtain the breadth of socioeconomic information derived in the 2002 NATSISS.

6 The ABS periodically conducts surveys on use of child care. However, there are several difficulties in using data from the ABS Child Care survey. First, the Child Care Survey covers children aged 12 years, whereas the 2002 NATSISS survey focuses on children aged under 13 years. Second, the ABS Child Care survey is child-based rather than carer-based. That is, information is collected about the child care use of each child in the family. While a carer-based data set can be developed, this is a time-consuming and complicated exercise.
The lower use of child care by Indigenous primary carers in remote than non-remote areas applied to both those who were employed and those who were not employed. However, the difference was particularly marked for those who were employed: 63.1 per cent of employed Indigenous primary carers in remote areas and 80.8 per cent of their counterparts in non-remote areas used child care. This is probably a consequence of the higher rates of part-time CDEP employment in remote areas (Altman, Gray & Levitus 2005). Amongst the total Australian population in non-remote areas, 70.2 per cent of employed primary carers used child care. The pattern of use of formal and informal care differed, with the Indigenous carers being substantially more likely to use informal care compared with the non-Indigenous carers.

There was a large difference in the use of child care by non-employed Indigenous and non-Indigenous primary carers. For example, in non-remote areas, 64.2 per cent of non-employed Indigenous carers used child care compared with just 37.9 per cent of the non-employed non-Indigenous carers. This difference is largely due to a higher rate of use of informal care by Indigenous than non-Indigenous populations (39.9% versus 16.9%). This is a reflection of the extensive kin-based networks that many Indigenous people have.

Table 9.1. Use of child care by persons with primary responsibility for children according to employment status, Indigenous and non-Indigenous Australians, 2002

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Remote</td>
<td>Non-remote</td>
</tr>
<tr>
<td><strong>Primary carer employed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used child care</td>
<td>63.1%</td>
<td>80.8%</td>
</tr>
<tr>
<td>Formal</td>
<td>19.5%</td>
<td>37.9%</td>
</tr>
<tr>
<td>Informal only</td>
<td>42.4%</td>
<td>42.9%</td>
</tr>
<tr>
<td>Did not use child care</td>
<td>36.9%</td>
<td>19.2%</td>
</tr>
<tr>
<td><strong>Primary carer not employed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used child care</td>
<td>50.4%</td>
<td>64.2%</td>
</tr>
<tr>
<td>Formal</td>
<td>12.4%</td>
<td>24.4%</td>
</tr>
<tr>
<td>Informal only</td>
<td>37.1%</td>
<td>39.9%</td>
</tr>
<tr>
<td>Did not use child care</td>
<td>49.6%</td>
<td>35.8%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used child care</td>
<td>56.7%</td>
<td>69.9%</td>
</tr>
<tr>
<td>Formal</td>
<td>15.9%</td>
<td>28.9%</td>
</tr>
<tr>
<td>Informal only</td>
<td>39.7%</td>
<td>40.9%</td>
</tr>
<tr>
<td>Did not use child care</td>
<td>43.3%</td>
<td>30.1%</td>
</tr>
</tbody>
</table>

a. For the Indigenous population, the estimates include persons with primary responsibility for children aged 12 years or under who did not state the kind of child care used. The figures for formal care may include persons who also used informal child care. The total proportions who used child care were derived by subtracting the proportions who did not use child care from 100. For remote areas, the latter estimates differ from those derived by summing the proportions who used either formal or informal care. Source: ABS (2004c: Table 17) and HILDA Wave 2 (details of data release version)
Lack of access to formal child care is often discussed as an issue for remote areas of Australia. It is interesting that, according to the NATSISS 2002, the majority of people in remote areas who had primary responsibility for children indicated that they had access to child care if needed (69.4%). In other words, just under one-third (29.6%) reported that they did not have access (ABS 2004c).

Removal from natural family

Estimates based on the NATSIS 1994 and NATSISS 2002 data sets of the proportion of the Indigenous population who had been taken away their family are very similar. Both surveys suggested that 8 per cent of the population aged 15 or more years (at the time of each survey) had been removed. Furthermore, the 1994 survey suggested that 10 per cent aged 25 years or more had been removed. This proportion is the same as that derived in the 2002 survey for those aged 35 years or more (who would have represented roughly the same cohort).

To measure the number of Indigenous people potentially affected by the removal of children from their families, the 2002 NATSISS asked Indigenous people aged 15 years or over whether they or any of their relatives had been removed from their natural families. As noted above, about 8 per cent of Indigenous people reported that they themselves had been removed (see Table 9.2).

Perhaps the most significant point to be taken from these figures is that, even though a relatively small proportion of the Indigenous population were themselves removed from their natural family, about one-third of the Indigenous population had a relative removed. Indeed, 38 per cent indicated that they and/or at least one of their relatives had been taken from their family (ABS 2004c: 6).

When interpreting the data from the question on removal of relatives from natural family it is important to note that the question had a high rate of ‘not known’ and ‘not stated’ responses (20%) (ABS 2004c: 58). This high rate of non-response is not surprising given the sensitivity of this issue to some families. It is probable that the respondents not wanting to discuss this issue disproportionately had relatives removed and so the estimates may be under-estimates.

7 Statistics from ABS (2004c).
Table 9.2. Removal from natural family

<table>
<thead>
<tr>
<th>Removal of person from natural family</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person removed</td>
<td>6.0</td>
<td>9.4</td>
<td>8.4</td>
</tr>
<tr>
<td>Person has not been removed</td>
<td>85.0</td>
<td>88.0</td>
<td>87.2</td>
</tr>
<tr>
<td>Didn’t want to answer</td>
<td>9.1</td>
<td>2.6</td>
<td>4.4</td>
</tr>
<tr>
<td>Removal of relative(s) from natural family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative(s) removed</td>
<td>28.1</td>
<td>38.5</td>
<td>35.6</td>
</tr>
<tr>
<td>Relatives have not been removed</td>
<td>52.8</td>
<td>41.2</td>
<td>44.4</td>
</tr>
<tr>
<td>Didn’t know</td>
<td>10.0</td>
<td>17.3</td>
<td>15.3</td>
</tr>
<tr>
<td>Didn’t want to answer</td>
<td>9.2</td>
<td>3.0</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 12)

Concluding comments

Family and community life is multi-dimensional and complex. This makes it difficult to design questionnaires that can adequately capture the different dimensions of family and community life.

Overall, the NATSISS 2002 survey does a good job of measuring a range of aspects of family and community life given that these domains are only two of the many domains that a general social survey of the Indigenous population needs to cover. In this chapter we have outlined the measures of family and community life included in the survey and have attempted to highlight some of the issues which need to be taken into account when analysing the data generated by these questions.

Second, the measures focus on the individual, with no information gathered on the quality of relationships, parenting behaviour, family functioning, and so on. Given the crucial importance of such issues for wellbeing, some measures on these issues should be considered for future surveys. The Longitudinal Survey of Australian Children may provide a useful source of questions on some of these issues.

Third, the measures of household structure and composition are problematic for a proportion of the Indigenous population, given the complex and multi-generational nature of many households. The use of a household grid to gather information on family composition is worth considering.
10. Labour market issues

Matthew Gray and Bruce Chapman

The continuing low employment rates and general labour market disadvantage of Indigenous Australians have been well documented (Altman & Nieuwenhuysen 1979; Daly 1995; Hunter 2004a). However, our understanding of the reasons for this labour market disadvantage is constrained by the limited data available for the Indigenous population. This lack of understanding hampers the development of labour market and related policies to improve labour market outcomes for Indigenous Australians.

Before the collection of the 2002 NATSISS, the main source of data on Indigenous labour force status—and the only sources of data that could be used to reliably measure change—have been the five-yearly censuses from 1971 to 2001. While the census data can provide valuable information on trends in labour force status, working hours, occupation and industry, there is very limited information on other important labour market topics such as the duration of unemployment, difficulties experienced in finding employment, and the identification of discouraged workers. Furthermore, the census has very limited or no data on a range of economic, demographic, social and cultural factors which are likely to be important in explaining labour market outcomes.

The only other nationally representative data on Indigenous Australians is the 1994 NATSIS. Although the 1994 NATSIS provides data on a much wider range of topics than the census, these data are now over a decade old, and the 2002 NATSISS provides a valuable new source of information on labour market issues.

The 2002 NATSISS collects similar information to the 1994 NATSIS on labour market issues, so it represents a valuable and timely addition to data sets with information on Indigenous labour market outcomes. In broad terms, the information on key labour market variables is comparable between the 1994 NATSIS and 2002 NATSISS, allowing for changes over time to be assessed.

1 However, it should be noted that the ABS has recently released some experimental estimates from the LFS (ABS 2006).

2 There are a number of data sets which contain limited information on labour market issues and which have a sufficient Indigenous sample to allow meaningful analysis. Examples are the 1995 and 2002 National Health Surveys collected by the ABS. There are also surveys of specific groups of Indigenous people, such as the longitudinal survey of Aboriginal and Torres Strait Islander job-seekers collected by the then Department of Employment, Workplace Relations and Small Business.

3 There are issues relating to the sampling which need to be taken into account when making comparisons between these two surveys. They are discussed in detail by Biddle & Hunter in this volume.
The purpose of this chapter is to provide an overview of the labour market information available in the 2002 NATSISS and to describe some of the key strengths and limitations of the data. In order to illustrate the value of the 2002 NATSISS, three examples are offered of highly useful types of data that are available.

While no data set is ideal, we consider in some detail an important limitation of the 2002 NATSISS data. This relates to the omission of key variables from the data set, specifically labour market experience and the length of time spent with the current employer. We use an alternative data set with information on labour market experience to illustrate the potential significance of its omission for statistical analysis of both wages and joblessness. The value of our method is that it can be applied to illustrate the significance or otherwise of the omission of other variables from the 2002 NATSISS.

Other chapters in this volume (Biddle & Hunter; Webster, Rogers & Black) and a number of ABS publications provide a detailed overview of the 2002 NATSISS, including sampling, exclusions issues and non-sampling matters. In this chapter, discussion of these issues is limited to those that are specifically related to the labour market data in NATSISS.

**Strengths of the 2002 NATSISS**

There are three main areas in which the 2002 NATSISS data has advantages over the census for the analysis of labour market issues.

First, the 2002 NATSISS accurately identifies CDEP scheme employment, which is not the case in the census. This is a major limitation of the census because the CDEP scheme represents a crucial difference between Indigenous and mainstream labour market experiences. Under the scheme, funding is allocated to CDEP organisations for remuneration for participants at a level similar to, or a little higher than, income support payments, with the finances being enhanced with administrative and capital support. It is thus used as a means to provide employment, training and enterprise support to Indigenous participants (see Altman, Gray & Levitus 2005 for a detailed discussion of the CDEP scheme). To illustrate how important the scheme is, we note that in 2002, employment in CDEP accounted for over one-quarter of the total employment of Indigenous Australians, with around 13 per cent of the Indigenous working-age population being employed in the scheme.

---

4 CDEP employment is not reliably identified by the census because the census form does not include CDEP employment as a separate category, although in the 1996 and 2001 censuses a different census form (the Special Indigenous Form, or SIF) was used in some discrete Indigenous communities. The SIF has a separate category for CDEP employment. Although this has improved identification of CDEP employment, many Indigenous people participating in the CDEP scheme are not enumerated using the SIF. Administrative data on CDEP participants for the time of the 2001 Census indicates that 30 474 Indigenous people worked in the scheme, whereas the census identifies only 17 800 participants (Hunter 2004a: 5).
The importance of identifying CDEP employment for different areas of Australia is illustrated in Table 10.1, which shows Indigenous labour force status by region using the 2002 NATSISS. In non-remote areas, just 4.7 per cent of the Indigenous working-age population was employed in the CDEP scheme. In these areas, failure to take account of CDEP employment is likely to have a relatively small effect. But in remote and very remote areas, 16.9 per cent and 42.2 per cent respectively of the working age population was employed in the scheme (see Table 10.2).

Table 10.1. Indigenous labour force status by region, 2002

<table>
<thead>
<tr>
<th></th>
<th>Non-remote</th>
<th>Remote</th>
<th>Very remote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>CDEP employed</td>
<td>4.7</td>
<td>16.9</td>
<td>42.2</td>
</tr>
<tr>
<td>Mainstream employed</td>
<td>41.2</td>
<td>31.7</td>
<td>14.9</td>
</tr>
<tr>
<td>Total in the labour force</td>
<td>63.3</td>
<td>58.7</td>
<td>61.6</td>
</tr>
<tr>
<td>Population (no.)</td>
<td>196 300</td>
<td>23 100</td>
<td>49 850</td>
</tr>
</tbody>
</table>

a. Table population is Indigenous persons aged 15–64 years.
Note: The remote areas in this chapter, in contrast to most other chapters in this monograph, refers to remote areas that are not classified as very remote by ARIA. That is, tables are not derived from ABS (2004c), which generally provides aggregate results for all remote areas.
Source: Customised cross-tabulations from the 2002 NATSISS (derived from Altman, Gray & Levitus 2005: Table 1)

Using the 2002 NATSISS, it is possible to estimate the effects of CDEP employment on a range of important outcomes, such as income and working hours. With the 1994 NATSIS, it also allows for analysis of trends in labour force status (including non-CDEP employment) to be identified with more confidence than has been previously possible using census data combined with administrative data. It is also possible to analyse changes in the determinants of mainstream employment at an individual level (although not for the same individual, which would require longitudinal data).

Further, the 2002 NATSISS can also be used to estimate the associations between CDEP employment and a range of social, health and cultural variables.

The second major advantage of the 2002 NATSISS is that, for the first time, analysis of labour market issues is possible in very remote areas of Australia. The ability to do this is highly valuable because the labour market context of very remote areas (and, to a lesser extent, remote areas) is very different from those in the rest of Australia, for reasons now discussed.

First, Indigenous people in very remote areas are often living in communities in which the majority of the population is Indigenous. Second, these communities are in sparsely populated regions of Australia which are extremely distant from

---

5 It is possible to analyse labour force status for the following geographic categories: non-remote, remote and very remote. In Table 10.1, we have aggregated areas into the categories of ‘non-remote’, ‘remote’ and ‘very remote’ in order to simplify the analysis and allow us to highlight the major issues.
markets, both geographically and culturally. Third, these regions were colonised relatively late, with some parts of Arnhem Land and central Australia as recently as during the last 50 years. This has meant that customary (kin-based) systems and practices remain robust and there is ongoing contestation between mainstream Australian and Indigenous world views.

Furthermore, according to conventional economic and social indicators, there is a growing disparity between Indigenous people living in remote areas and both Indigenous and non-Indigenous Australians living in non-remote areas (ABS 2004a, 2004c). There is evidence that some discrete Indigenous communities in remote Australia are in economic and social crisis.

The different labour market context in respective regions is illustrated clearly by the fact that in non-remote areas the mainstream employment rate is 41.2 per cent, in remote areas 31.7 per cent, and in very remote areas just 14.9 per cent (see Table 10.1). Human capital and demographic characteristics also differ dramatically across regions. For example, education levels are much lower in remote and very remote areas than in non-remote areas, and the proportion of the population speaking an Indigenous language is much higher in remote areas than in non-remote areas. These factors are bound to influence the nature, variance and quality of Indigenous labour market experiences and it is a real bonus that the information is part of the 2002 NATSISS.

A third advantage of the 2002 NATSISS is that it contains information on a wide range of somewhat unusual social, demographic, cultural, and economic variables which are potentially important for understanding labour market outcomes. Examples include health status, speaking an Aboriginal language, having used an employment service, access to transport, and having been arrested. Note that many of these variables are not available from the census.
Table 10.2. Labour market data collected in the 2002 NATSISS

<table>
<thead>
<tr>
<th>Labour force status</th>
<th>Employment support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of unemployment</td>
<td>Whether used employment support services</td>
</tr>
<tr>
<td>Hours usually worked in all jobs</td>
<td>Whether needed employment support services</td>
</tr>
<tr>
<td>Full-time/part-time status</td>
<td>Reasons did not use employment support services</td>
</tr>
<tr>
<td>Employment sector</td>
<td></td>
</tr>
<tr>
<td>Precariousness – job security in next 12 months</td>
<td>Income</td>
</tr>
<tr>
<td>Whether work allows for cultural responsibilities</td>
<td>Level of income</td>
</tr>
<tr>
<td></td>
<td>Personal gross weekly income</td>
</tr>
<tr>
<td></td>
<td>Household gross weekly income</td>
</tr>
<tr>
<td>CDEP:</td>
<td>Source of income</td>
</tr>
<tr>
<td>Whether CDEP participant</td>
<td>All sources of personal income</td>
</tr>
<tr>
<td>Duration on CDEP</td>
<td>Main source of personal income</td>
</tr>
<tr>
<td>Considers CDEP participation to be a job</td>
<td>Government pension/allowance</td>
</tr>
<tr>
<td>Barriers to employment</td>
<td>Type of government pension/allowance (primary)</td>
</tr>
<tr>
<td>Whether had difficulties finding work</td>
<td>Type of government pension/allowance (auxiliary)</td>
</tr>
<tr>
<td>All difficulties finding work</td>
<td>Government support</td>
</tr>
<tr>
<td>Main difficulty finding work</td>
<td>Time on government support in last two years</td>
</tr>
<tr>
<td>Discouraged jobseekers</td>
<td></td>
</tr>
<tr>
<td>Whether would like a job</td>
<td></td>
</tr>
<tr>
<td>All reasons not looking for a job</td>
<td></td>
</tr>
</tbody>
</table>

Source: Derived from ABS (2005b)

In general, it appears that questions relating to labour market topics are very similar (virtually identical) in the community and non-community questionnaires (see ABS 2005b and the list of variables in Table 10.2). While there may be some effects generated by differences in the data collection method (CAPI versus paper-based questionnaire), we do not anticipate this will have introduced major biases. While those analysing the data will need to carefully consider the extent to which the remote and non-remote data is comparable for their particular application, our reading of the questionnaires suggests that there is no particular reason for expecting there to be comparability issues.

The questions are also, in large part, standard ABS questions. This allows comparative studies of labour market outcomes for Indigenous and non-Indigenous Australians using the 2002 NATSISS and other data sets, such as the GSS.

An illustration of new information available from the 2002 NATSISS

The 2002 NATSISS, for the first time, provides information on how long CDEP participants have been participating in the CDEP scheme. Information of this type is important in assessing whether CDEP employment is a destination or a stepping stone to mainstream employment. While there are some ambiguities in the NATSISS question, ‘How long have you been on CDEP’, it does provide valuable data. One difficulty with the question is that it is unclear whether participants who had multiple spells of CDEP would give the duration of CDEP
participation as from when they first participated in the scheme or whether it would be from when they most recently started on the scheme.

The length of time that participants spend on the CDEP scheme varies across regions. In very remote areas, 40.6 per cent of participants had been on the CDEP scheme for five years or more and 21.8 per cent had been on the CDEP scheme for less than one year (see Table 10.3). Similarly, in remote areas, many participants had been on the scheme for a number of years, although the average duration was shorter. In non-remote areas, only a minority of participants (15.2%) had been on the scheme for five years or more and 38.0 per cent had been on the scheme for less than one year.

When interpreting these figures it should be kept in mind that the length of time that a person can be on the CDEP scheme is constrained by the length of time a CDEP scheme place has been available to them. On average, places have been available for longer in remote and very remote areas. It will also depend on the age of the participant, although this could be taken into account in a more sophisticated analysis of the data.

Table 10.3. Duration on CDEP by region of residence, 2002*

<table>
<thead>
<tr>
<th>Length of time on scheme</th>
<th>Non-remote</th>
<th>Remote</th>
<th>Very remote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 1 year</td>
<td>38</td>
<td>29.7</td>
<td>21.8</td>
</tr>
<tr>
<td>1 to less than 2 years</td>
<td>17.4</td>
<td>10.8</td>
<td>14.7</td>
</tr>
<tr>
<td>2 to less than 3 years</td>
<td>14.1</td>
<td>13.5</td>
<td>12.2</td>
</tr>
<tr>
<td>3 to less than 4 years</td>
<td>8.7</td>
<td>10.8</td>
<td>7.1</td>
</tr>
<tr>
<td>4 to less than 5 years</td>
<td>6.5</td>
<td>10.8</td>
<td>3.6</td>
</tr>
<tr>
<td>5 years or more</td>
<td>15.2</td>
<td>24.3</td>
<td>40.6</td>
</tr>
<tr>
<td>Population (no.)</td>
<td>9 200</td>
<td>3 900</td>
<td>21 100</td>
</tr>
</tbody>
</table>

*a. Table population is CDEP participants.
Source: The 2002 NATSISS, derived from Altman, Gray and Levitus (2005: Table 5)

Another important topic on which the 2002 NATSISS provides new information is participation in vocational education and training (VET). Participation in VET is an important way in which those with low education can increase their skill level and improve their labour market outcomes. Of particular interest is the extent to which CDEP scheme participants receive VET, and hence are improving skill levels and chances of finding mainstream employment. This is an important policy objective of the scheme.

Table 10.4 presents information on participation in the VET sector by labour force status and region in the previous 12 months. There are relatively high rates of participation in VET in the last 12 months in all areas, although rates in very remote areas are half those in major cities. The CDEP employed overall have lower rates of undertaking VET than the mainstream employed. The only exception is in major cities where 54.8 per cent of the CDEP employed undertook VET, compared to 46.9 per cent of the mainstream employed.
Table 10.4. Participation in VET in the last 12 months, by labour force status and region, 2002

<table>
<thead>
<tr>
<th></th>
<th>Major cities %</th>
<th>Inner regional %</th>
<th>Outer regional %</th>
<th>Remote %</th>
<th>Very remote %</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDEP</td>
<td>54.8</td>
<td>45.8</td>
<td>45.9</td>
<td>30.8</td>
<td>18.0</td>
</tr>
<tr>
<td>Mainstream</td>
<td>46.9</td>
<td>51.7</td>
<td>52.8</td>
<td>57.5</td>
<td>43.2</td>
</tr>
<tr>
<td>Unemployed</td>
<td>27.5</td>
<td>21.2</td>
<td>25.5</td>
<td>26.1</td>
<td>13.6</td>
</tr>
<tr>
<td>NILF</td>
<td>2.8</td>
<td>2.1</td>
<td>7.1</td>
<td>3.7</td>
<td>1.6</td>
</tr>
<tr>
<td>Total</td>
<td>31.0</td>
<td>28.5</td>
<td>30.5</td>
<td>29.0</td>
<td>15.9</td>
</tr>
</tbody>
</table>

a. Table population is Indigenous persons aged 15–64 years.
Source: The 2002 NATSISS, derived from Altman, Gray and Levitus (2005: Table 10)

A limitation of the survey

All surveys have both strengths and weaknesses, and the above discussion has highlighted aspects of the former with respect to the 2002 NATSISS. What now follows considers some deficiencies of these data, in particular the lack of useful information concerning labour market experience. Specifically, the data set has no measures of either the length of time individuals have spent in paid employment (general labour market experience) or how long employed individuals have been in their current place of work (tenure). The discussion now examines the potential significance of the omission from the data of measures of general labour market experience).

An important focus of modern labour economics concerns the role of skills or, to use the accepted parlance, human capital. Human capital is seen to be a major—even the major—contributor to individuals’ success or otherwise in the labour market. There are two important aspects of human capital: formal education and the skills acquired by individuals from on-the-job training. In both areas, there are significant issues associated with measurement, since the pure human capital aspects of both education and training are not directly observed.

Labour market experience is typically represented in surveys like the 2002 NATSISS by the length of time spent in paid employment. Unfortunately, this variable is unavailable in the survey, and this raises the possibility that labour market statistical analyses of the 2002 NATSISS will provide inadequate, even misleading, results concerning the true determinants of Indigenous labour market success or failure.

Not having information on labour market employment history can be seen to be a major weakness of the 2002 NATSISS. In part, this is because Indigenous Australians have much higher rates of movement between labour force states than non-Indigenous Australians (Gray & Hunter 2005) and have much more interrupted labour market histories. For example, using a longitudinal sample of Indigenous job-seekers, Hunter, Gray & Jones (2000) find that 33.6 per cent
of Indigenous males and 37.6 per cent of Indigenous females had been employed for less than 25 per cent of the time since leaving school. Only 16.5 per cent and 18.0 per cent of Indigenous males and females respectively had been employed for more than 75 per cent of the time since leaving school.

In order to illustrate the extent of the potential problem associated with the omission of measures of labour market experience from the 2002 NATSISS, we have examined econometric modelling in two areas: wages and being in employment. Our aim is to demonstrate the likely empirical importance of having to use the wrong variable. Our approach is to use an alternative data set that contains both a poor and a better measure of labour market experience. The poor measure is the length of time individuals could have spent in the labour force after finishing formal education, and the better measure is the number of years an individual has actually spent in paid employment. The models are estimated using both labour market experience measures and the results compared. One such data set can be derived from the HILDA survey.

We have chosen the female sample, since the potential significance of not having the more correct experience measure will be greater for groups with less attachment to the paid labour force, such as women (and Indigenous individuals). The econometric models are now briefly described.

Wage determination exercises take many forms, with the most basic human capital approach being represented by the following equation:

\[ \text{Wage} = a + b^*\text{EXP} + c^*\text{EXP}^2 + d^*\text{YOS} + e \]

Where wage is the log of the hourly wage received by the individual, EXP is the number of years of paid employment, and YOS is the number of years of formal education. EXP2 is the square of the experience term, which is included because it is believed that the wage-experience term is non-linear. Table 10.5 compares the coefficients from the estimation of this wage equation (with the log of wages as the dependent variable) for the 2002 NATSISS specification and the HILDA specification.

### Table 10.5. OLS wage regressions

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>2002 NATSISS</th>
<th>HILDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP</td>
<td>.0203</td>
<td>.0287</td>
</tr>
<tr>
<td>EXP2</td>
<td>-.000383</td>
<td>-.000768</td>
</tr>
<tr>
<td>YOS</td>
<td>.0572</td>
<td>.0525</td>
</tr>
<tr>
<td>Constant</td>
<td>1.618</td>
<td>1.689</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.11</td>
<td>0.12</td>
</tr>
</tbody>
</table>

a. All coefficients are significant at the 1% level.
Source: Author’s calculations

While the results are apparently similar for the two specifications (certainly the coefficients on years of schooling are very close), closer inspection suggests that
at low levels of measured experience there are significant differences in the wage relationships. This is illustrated in Table 10.6, which shows the percentage change in individuals’ hourly wages for additional years of experience at different levels of experience.

**Table 10.6. Effect of experience on wage (percentage)**

<table>
<thead>
<tr>
<th>Experience (in years)</th>
<th>NATSIS</th>
<th>HILDA</th>
<th>Percentage difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.95</td>
<td>2.72</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>1.65</td>
<td>2.11</td>
<td>28</td>
</tr>
<tr>
<td>10</td>
<td>1.25</td>
<td>1.35</td>
<td>7</td>
</tr>
</tbody>
</table>

Source: Author’s calculations

The results of Table 10.6 suggest the following:

- At one year of experience, the effect of an additional year of experience on wages is estimated to be 1.95 per cent using the (poor) measure of experience available from the 2002 NATSISS, compared to about 2.9 per cent using the (better) measure of experience available from HILDA. This difference can be argued to be the very large difference of around 40 per cent of the NATSISS coefficient.
- At moderate levels of experience (e.g., five years), HILDA still results in a higher wage-experience relationship than that found for the 2002 NATSISS, but the difference has been reduced to about 28 per cent.
- At high levels of experience (10 years), there is effectively no difference found between the wage-experience estimates.

We then repeated the above exercise with respect to estimating the determinants of whether or not a person is employed. The typical econometric approach used in this area takes an equation of the following form:

\[ EP = a + b\text{EXP} + c\text{EXP}^2 + d\text{EDUC} + e\text{DEMOGRAPHY} + e \]

Where \( EP \) is the probability that an individual is employed, \( \text{EDUC} \) are measures of education and \( \text{DEMOGRAPHY} \) reflects demographic factors. In our exercise, \( \text{DEMOGRAPHY} \) includes measures of marital status, whether or not the person is an immigrant, and the presence and age of children. The major relationship sizes for both specifications are available from the authors, and the experience effects are now shown in Table 10.7.

**Table 10.7. Effect of experience on probability of employment (percentage)**

<table>
<thead>
<tr>
<th>Experience (in years)</th>
<th>NATSIS</th>
<th>HILDA</th>
<th>Percentage difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.08</td>
<td>4.70</td>
<td>226</td>
</tr>
<tr>
<td>10</td>
<td>1.03</td>
<td>2.70</td>
<td>262</td>
</tr>
<tr>
<td>25</td>
<td>0.80</td>
<td>0.60</td>
<td>75</td>
</tr>
</tbody>
</table>

Source: Author’s calculations

The data of Table 10.7 suggest strongly that the poor measure of labour market experience available from the 2002 NATSISS has a significant potential to be
misleading with respect to the effects of labour market experience on employment. The following results can be highlighted:

- At one year of experience, the 2002 NATSISS estimation suggests an additional year of measured experience increases the probability of employment by about two percentage points, but the (more accurate) experience measure from HILDA suggests that the relationship is more than double this, at nearly five percentage points.
- At 10 years of experience, the estimated differences between the two data sets in the role played by labour market experience is even higher: about one per cent for NATSSISS 2002, and nearly three percentage points for HILDA, a difference of over 250 per cent.
- At very high levels of labour market experience, 25 years, the apparent problem with using the NATSSIS 2002 experience measure has been reduced considerably, to the extent that the poor experience measure now apparently overstates the effect of experience on employment probabilities (0.8 compared to 0.6 from HILDA).

These comparative exercises make it apparent that the statistical problem associated with the omission in the 2002 NATSISS of a good measure of labour market experience are potentially very important. By comparing the same modelling with results found with a data set which has available a better measure of experience, it is clear that the 2002 NATSISS understates the value of experience for wages, and that this understatement becomes less as the experience measure increases. Similarly, results on the determinants of employment using the 2002 NATSISS seem to importantly get the story wrong with respect to the true role of experience. And, as with wages, the extent of the problem seems to be greater at the lower levels of experience.

It is important to record that the interpretation difficulties associated with the 2002 NATSISS not having an accurate measure for labour market experience seem to be confined to estimation of the true role of experience. In other words, the modelling and data problem has not affected estimates of the role of variables such as education with respect to wages, and education and demography with respect to the determinants of employment. This suggests that even though researchers are unlikely to be able to show with accuracy the effect of experience on labour market success, there are no associated difficulties for determining the true role for Indigenous labour market performance of other critical variables.

**Concluding comments**

The 2002 NATSISS provides a valuable new source of data on labour market issues for Indigenous Australians. It provides some data on labour market issues that has not previously been available. It also repeats much of the labour market content of the 1994 NATSIS and may allow the estimates made using the 1994
NATSIS to be updated, and the robustness of findings from the earlier survey tested.

This is a very valuable data source, although there is no direct information on critical variables such as labour market experience and tenure in the current job. These are important variables for understanding many labour market relationships, and their absence will likely restrict the value of some types of analysis.

While the 2002 NATSISS survey will certainly advance our understanding of labour market outcomes, the cross-sectional nature of the survey will make the identification of some causal relationships quite difficult and, in some cases, impossible. A longitudinal labour market study for the Indigenous population needs to be considered seriously.
11. Asking the right questions?

Bob Gregory

Employment and the hard policy choices

I am very pleased to be here today. I have been so impressed over the last decade or so by the progress made in collecting and analysing Indigenous economic and labour market data that I wanted to come and say how much the situation has improved and how important CAEPR and its Director, Professor Altman, and the ABS, have been in pushing hard to improve the empirical foundations upon which sound policy can be built.

I, too, have made some small contribution to this development. Dr Boyd Hunter and Dr Anne Daly were my students and they have played a significant role in advancing knowledge in this important area. Perhaps I might share a little reflected glory from their fine publishing records. Apart from this, however, my contribution has been small. So I am very much an outsider with all the advantages of that position; I can speak in a tone of voice with great authority without knowing what I am talking about; I can leave the conference very quickly without being missed; and, lastly, the chance that anything I say will adversely affect my career is very slight. If I was actively working on Indigenous economic policy, and building a career in this important area, then I might choose to be more circumspect and a little more humble and politically sensitive in my remarks.

So, I thought that the best thing I could do as an outsider, and remembering my state of ignorance, is to say the sort of things that are often said behind closed doors, or at dinner parties, but not usually said too explicitly and openly by experts who are working on Indigenous affairs. The public remarks of insider experts seem to me to be too optimistic in assessing past progress, too optimistic as to likely future outcomes, and to place insufficient emphasis on economic outcomes. The more pessimistic, and I believe more realistic comments I am about to make, need to be laid out clearly because I believe that Indigenous economic and employment policy is about to change quite markedly. It is possible already to discern three major initiatives and these policy directions will continue, probably at an accelerating pace.

Firstly, there will be large political shifts in the relationship between government and the Indigenous community. Relationships are becoming more concerned with economic issues and less concerned with developing an Aboriginal identity and with gestures of reconciliation. The Federal government has clearly decided to reduce its support for Indigenous political development and to change the way it seeks policy advice from the Indigenous community. This process has
begun with the abolition of ATSIC. My guess is that the golden period of broad-based Indigenous political influence is over, at least at the federal level. It is worth noting that there was no widespread political opposition to recent changes.

Secondly, there will be important shifts in Australian welfare policy, not prompted by Indigenous outcomes but, nevertheless, very important for Indigenous living standards. These changes, in the short run, must lead to lower Indigenous incomes. Much of the income that flows to Indigenous people comes from the Australian Government as income transfers through the Australian welfare system, and policies to reduce welfare expenditure across the board will impact disproportionately on Indigenous people. The hoped-for trade-off from these initiatives is that lower real welfare incomes in the near future will generate individual responses that will lead to higher real employment incomes in the far future. The hoped-for response is that individuals will substitute higher employment income for lower welfare income. To offset these short run losses of welfare income would require disproportionate and wide-ranging employment responses, outcomes which seem unlikely when placed against past trends.

Thirdly, there will be large changes made to the CDEP scheme, which is the major employment growth centre for Indigenous people.

In these comments I focus primarily on the economic issues of employment and welfare reform and put aside political changes.

**Employment**

I wish to make two major points about Indigenous employment. Firstly, Indigenous mainstream employment is extremely low. Secondly, if CDEP is set aside, there is no evidence that across-the-board employment prospects are improving. These employment outcomes are extremely worrying and disappointing. Despite large amounts of public expenditure to improve Indigenous employment levels, and despite very significant improvements in Indigenous school attendance and education levels, there has been very little employment growth outside the CDEP scheme. In this dimension, our policies seem to have failed spectacularly.

The parlous state of Indigenous employment is illustrated in Table 11.1, which presents various estimates of the employment/population ratios for adult Indigenous Australians taken from a range of publications. The employment ratios listed in the first set of data are taken from the census and presented by Hunter & Taylor (2004). In 1991 the Indigenous employment–population ratio for adult males, aged 15 to 64 years, and including CDEP employment, was 37.6 per cent. Just over one in three Aborigines had a job. By 2001 the employment ratio has lifted to 40.4 per cent. This is an improvement but the employment rate is still very low. Altman, Biddle & Hunter (2005) take the data
back to 1971 and the employment–population ratio of 2001 is clearly lower than thirty years earlier.

Table 11.1. Various employment-to-population ratios for adult Indigenous Australians

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total employment–population</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taylor/Hunter, Hunter/Kinfu/Taylor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altman/Biddle/Hunter</td>
<td>42.0</td>
<td>35.7</td>
<td>37.1</td>
<td>41.4</td>
<td></td>
</tr>
<tr>
<td><strong>Mainstream employment–population</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taylor/Hunter, Hunter/Kinfu/Taylor, Altman/Biddle/Hunter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.0</td>
<td>35.7</td>
<td>32.9</td>
<td>29.5</td>
<td>25.8</td>
</tr>
<tr>
<td><strong>Non-elite mainstream employment–population</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gregory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>28.4</td>
<td>24.1</td>
<td>19.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other employment–population outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altman/Biddle/Hunter</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>32.9</td>
<td>19.5</td>
<td>21.9</td>
<td>21.6</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>29.7</td>
<td>17.2</td>
<td>20.5</td>
<td>22.9</td>
<td></td>
</tr>
</tbody>
</table>

Sources: Taylor & Hunter (1998), Hunter, Kinfu & Taylor (2003), Altman, Biddle & Hunter (2005), Gregory (own calculations)

The second set of data uses a concept I call mainstream employment. Mainstream employment excludes CDEP from the employment data. These employment estimates suggest that in 1991 the employment–population ratio was 32.9 per cent and by 2001 it had fallen to 29.5 per cent. It is worth spending some time emphasising how low this number is. Suppose you were to undertake an Australia-wide survey and the first question posed of the respondent is ‘Are you an Indigenous Australian?’. If the answer is yes, you could bet that the respondent was not employed in the mainstream economy and you would be right 7 times out of 10. Perhaps even more importantly, over the last three decades, Indigenous employment (net of CDEP) has moved backwards. The various policy initiatives—primarily additional Indigenous education expenditure, increased Indigenous access to welfare support and extensive Indigenous employment programs—have been associated with no net employment gains relative to population growth.

To construct the third set of data, I subtract from the mainstream employment–population ratio my estimates of the number of Indigenous adults in a sub-group that I call the Indigenous elite. I define the elite as those Indigenous people who report employment income that places them in the top 30 per cent of the Australia-wide employment income distribution. The number of Aboriginals who are in this category has grown over the last few decades and it is one area of great success. There has been good progress here and there is now a significant, but still very small, group of Aboriginals who do well in the mainstream economy, although most of this group are associated with various Indigenous economic and political activities. It is important to subtract these
successful individuals from the employment data because I want to emphasise what has been happening to the non-elite. For non-elite Indigenous people, the employment–population ratio was 28.4 per cent in 1991 and it has now fallen to 19.6 per cent. So, after removing the small employment increase of those with high incomes, 80 per cent of the remaining Aboriginals do not have employment in the mainstream economy. This is an appallingly low figure.

Finally, in the last data set presented in Table 11.1, I list estimates of those employed full-time and those employed in the private sector. Both of these categories of employment have fallen.

Demand and supply

Why is the Indigenous employment record so bad? The Australian Government has spent considerable amounts of money and invested in a wide range of Indigenous employment programs and yet we do not seem to be able to significantly increase the number of Aboriginals involved in mainstream employment. Why not?

Most people address this question in terms of two main explanations, each with very different policy implications. One suggested explanation is that, by and large, Indigenous people choose not to be employed in the mainstream economy (the supply side explanation). This is done in various direct and indirect ways. One decision is the place of residence. Perhaps this is for family reasons or the desire to live a life closely based on traditional values—many Indigenous people choose to live in traditional remote areas where there are no jobs and thereby choose not to move to locations where there are employment opportunities.

Perhaps Indigenous people also choose not to search too hard for a job? Perhaps the traditional values that lead to income sharing reduce the incentives to accept well paying jobs on mine sites, for example, as well paid individuals inevitably have to distribute so much of their wages to other members of their community.

If supply side behaviour is an important reason for the low employment outcome then it is important to understand why this choice is being made. Is this choice strongly influenced by financial incentives that favour the non-seeking of jobs and non-involvement in the mainstream economy? In this respect, are unemployment benefits too high, so that Indigenous people are better off financially without employment? If financial incentives are important then employment may respond significantly to supply side policy changes. If supply decisions are based not on financial outcomes of different choices but on different personal considerations, then supply side policy initiatives aimed at financial incentives, such as reduced welfare payments, are unlikely to be effective at increasing employment. They will just reduce Indigenous income, with the associated increase in financial hardship.
The other explanation for low Indigenous employment levels is that Indigenous people want to be employed in the mainstream economy, perhaps at much the same rate as anyone else, but they cannot find a job offer to accept (the demand side explanation). When Indigenous people apply for jobs, they are placed too low on the candidate ranking list and rarely get the chance to accept a job. Their low ranking may be the result of discrimination or their poor skill levels.

This bald distinction between demand and supply explanations for low employment is often made behind closed doors. Different experts often hold one or other of these positions with considerable conviction, but very rarely is the distinction made starkly at conferences like these. The natural response of experts is to blur the distinction between demand and supply, or to emphasise the demand side alone, which they judge to be more politically acceptable. But little is served by this behaviour because these two classes of explanation lead to very different policies. We need to be clearer as to why we are observing poor employment outcomes. Indeed, the relative importance of these two explanations in the Australian community more generally is currently being actively debated among experts and politicians. The consequent judgment to place more emphasis on supply is beginning to impact on policy in non-Indigenous areas of the labour market.

**Welfare reforms (the supply side of the labour market)**

The important distinction between demand and supply and their impact on recent policy developments can be illustrated by considering proposed changes in welfare policy. Consider, for example, policy changes for lone parents. Lone parents, by and large, receive most of their income from the welfare state in much the same way as Indigenous people. Virtually no lone parent has a full-time mainstream job. Although we do not know the exact proportion, it is probably something of the order of 10 to 15 per cent. About 40 per cent of lone parents—a higher proportion than in the Aboriginal community—work part-time. Recent policy developments for this group might mean future changes for Indigenous people.

In broad terms the policy judgment has been made that the reason why lone parents have low employment rates is that they are choosing not to work in the mainstream economy because the welfare system is too generous. The policy judgment has been made that there is a need to change the financial balance between work and welfare.

Mr Kevin Andrews, the Minster for Employment and Workplace Relations, has said recently:
We now live in an economy where we don’t so much have a shortage of jobs as a shortage of workers. In fact, it has never been a better time in Australia for those who want to work … We believe that if you can work you should work. (Andrews 2005)

In response to this view, the government has recently decided to change welfare policy for lone parents so that once the youngest child turns seven, lone parent income support will be reduced from a lone parent pension payment to an unemployment allowance payment. For lone mothers who do not work, and do not qualify for a pension, their weekly income will be reduced by $29 and, in the future, indexed only for price increases and not for the larger increase of wages. Furthermore, if the lone parent combines work and welfare, the loss of income will probably be of the order of $100 per week. At the same time, the lone parent will be subject to all the work-for-the-dole requirements. The object of the new policy is clear. Life should be less financially comfortable for welfare-reliant lone parents with a youngest child over seven years of age.

Consider, as another example, recent policy changes for those who may receive invalid pensions. Here government policy is following a similar path to that followed by the lone parent initiatives. There is a clear presumption that it is the supply side that is responsible for the lack of employment among those with a disability and that a significant proportion of those on invalid pensions are choosing not to work. From June 2006, it will be much harder for individuals to be placed on invalid pensions.

These examples matter for Indigenous people. They matter because they are illustrative of a significant shift in prevailing policy attitudes. There is an increasing conviction that the large number of individuals receiving welfare support is a reflection of individuals being unwilling to work because welfare payments are too high. It seems inevitable that these attitudes will increasingly begin to impact on Indigenous economic and social policy. These examples also matter because Indigenous people, with their heavy reliance on government income support, will be directly and severely affected by the current changes.

It is fairly obvious that we need better data to throw light on the extent to which Indigenous people want to be employed in the mainstream economy but cannot find jobs (the demand side) and the degree to which the low employment level is the result of the impact of traditional values and/or financial incentives (the supply side). This is a crucial issue, in that any change in financial incentives directed towards supply responses will make Indigenous people financially worse off if there is an insufficient positive employment response.
The Fair Pay Commission (the demand side of the labour market)

On the demand side of the labour market, the Australian economy has not been generating sufficient unskilled jobs over the last three decades. Under these circumstances, Indigenous Australians have found it difficult to receive job offers. In other words, there has been a strong demand side influence on Indigenous employment outcomes.

Here the policy stance is clear. Government is of the view that wages are too high for the unskilled and that something should be done, over time, to reduce the relative living standards of the group. To facilitate this process, the government has introduced a Fair Pay Commission to attempt to prevent significant pay increases for the low paid. This role has not been explicitly announced, except to say that employment considerations will play a larger role in wage-setting than in the past. In a situation where there is heavy unemployment and a lack of job opportunities among the unskilled, this must mean that unskilled pay levels will fall, at least in relative terms.

It is important that we have a firm view as to the relative importance of demand and supply side influences. If the main problem is the demand side, then reducing welfare incomes to change supply side incentives will have weak employment effects and mainly reduce incomes. Similarly, if the supply side is the problem, attempting to create additional jobs for Indigenous people by lower wages will also be relatively ineffective. Lower wages will just reduce the income of those employed without the beneficial effect of extra jobs. So, we should ask, ‘What can we learn about the relative importance of demand and supply influences from the NATSSIS data?’ I think the answer is that we can learn very little. We need more direct information on the rate of job offers to Indigenous people and the rate at which Indigenous people fail to search for jobs and the reasons why.

Further data issues

CDEP

The CDEP scheme provides a permanent source of income at the level of unemployment benefits, plus an infrastructure loading that reduces poverty in remote areas. In my view, the CDEP scheme is currently the most important policy instrument available for affecting employment outcomes in remote communities in the short run. CDEP has been the major employment growth industry for Indigenous people, and it is now extremely large, accounting for most of the employment growth of the last two decades (the difference between row 2 and row 3 in Table 11.1). We all need a clear view of what we think about CDEP and the incentive structure it embodies.
In financial terms, and in the short run at least, the CDEP scheme puts in place incentives that encourage people not to be employed in the mainstream economy and not to move from traditional locations. But the existence of incentives to remain in remote communities does not necessarily mean that large numbers of Indigenous people respond. We do not know how many Indigenous people are making the financial judgment that life in a remote area on CDEP is much better than moving and trying to find a job somewhere else. If there is a significant long-run rejection rate of mainstream jobs because of CDEP, this must be against the long-run economic interests of the Indigenous community. On the other hand, if CDEP is a scheme where community life is made better for people who really have no employment alternatives, then we should be less willing to restrict its further growth.

To adequately discriminate between these two views of the impact of CDEP on long-run employment opportunities and income growth, we need more data that relates to individual CDEP projects, their participants and the linkages between CDEP growth and mainstream jobs.

**Program evaluation**

One weakness of NATSSIS-type of data collected by the ABS is that it is not well suited for program evaluation. To do program evaluation well requires combined administrative and survey data, and the responsibility for putting this type of data together must rest with the relevant program departments. Let me give you some indication of the type of data needed.

The Department of Employment and Workplace Relations (DEWR) has recently provided important administrative evaluation data as part of the Indigenous Employment Policy Evaluation Stage 2. Administrative data like this provides us with a number of important lessons that we cannot learn from ABS data alone. Although the DEWR administrative data in the public arena is only a small fraction of that which is needed, DEWR is, nevertheless, to be congratulated on making some data available.

The first lesson we learn from a consideration of the DEWR data is that administrative data re-emphasises how difficult it will be to develop effective employment programs. The data makes clear that Indigenous job-seekers are extremely poorly qualified. They have very low education levels and very low levels of English competence (see Table 11.2).
Table 11.2. Selected characteristics of the Job Network eligible population, 2002–03

<table>
<thead>
<tr>
<th></th>
<th>Indigenous</th>
<th>Non-Indigenous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per cent of participant in categories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>63.3</td>
<td>62.6</td>
</tr>
<tr>
<td>Less than Year 10 education</td>
<td>47.7</td>
<td>22.3</td>
</tr>
<tr>
<td>English speaking ability less than good</td>
<td>10.6</td>
<td>6.2</td>
</tr>
<tr>
<td>English writing ability less than good</td>
<td>28.3</td>
<td>12.7</td>
</tr>
<tr>
<td>From a remote or very remote location</td>
<td>33.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Source: DEWR (2003: 28)

The second lesson we learn from administrative data is that the juxtaposition of administrative data with the NATSISS and ABS type data helps prevent over-optimistic interpretations of program evaluation results. Consider the following. Over the last five years, the annual growth of mainstream non-CDEP Indigenous employment revealed by ABS census data is of the order of 1000 people per year (row 4, Table 11.3 and Gregory 2005). DEWR, however, states that during a typical year, 38 000 Aborigines are referred to Intensive Assistance (see Table 11.4). This referral rate, as a ratio of the increase in mainstream employment, is of the order of 38 to one, which suggests that any job finding that can be linked to participation in the job network must be largely the replacement of one employed Indigenous person for another. Intensive Assistance seems to add very little to the stock of Indigenous employment.

Table 11.3. Employment and population changes for Indigenous Australians (in 000’s)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Population increase</td>
<td>23.5</td>
<td>33.6</td>
<td>40.6</td>
<td>43.0</td>
</tr>
<tr>
<td>Employed</td>
<td>11.9</td>
<td>16.9</td>
<td>9.2</td>
<td>8.6</td>
</tr>
<tr>
<td>CDEP</td>
<td>7.5</td>
<td>11.8</td>
<td>3.8</td>
<td>2.7</td>
</tr>
<tr>
<td>Mainstream non-CDEP</td>
<td>4.4</td>
<td>5.0</td>
<td>5.5</td>
<td>5.8</td>
</tr>
<tr>
<td>Mainstream non-CDEP, non-elite</td>
<td>1.0</td>
<td>1.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 11.4. Hypothetical estimates of labour market circumstances 16 months after being referred to Intensive Assistance

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Commenced</strong></td>
<td><strong>20 900</strong></td>
</tr>
<tr>
<td>Employed due to participation</td>
<td>1360</td>
</tr>
<tr>
<td>Employed anyway</td>
<td>3200</td>
</tr>
<tr>
<td><strong>Total employed</strong></td>
<td><strong>4560</strong></td>
</tr>
<tr>
<td>Unemployed</td>
<td><strong>16 340</strong></td>
</tr>
<tr>
<td><strong>Did not commence</strong></td>
<td><strong>17 100</strong></td>
</tr>
<tr>
<td>Employed due to compliance</td>
<td>1910</td>
</tr>
<tr>
<td>Employed anyway</td>
<td>2460</td>
</tr>
<tr>
<td><strong>Total employed</strong></td>
<td><strong>4370</strong></td>
</tr>
<tr>
<td>Unemployed</td>
<td><strong>12 730</strong></td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td><strong>8930</strong></td>
</tr>
<tr>
<td>Unemployed</td>
<td><strong>29 070</strong></td>
</tr>
<tr>
<td><strong>Total Referred to Intensive Assistance</strong></td>
<td><strong>38 000</strong></td>
</tr>
</tbody>
</table>

Source: DEWR (2003: 76)

The third lesson we learn from administrative data is that when individuals are directed towards Intensive Assistance, which is very expensive and designed to help them find employment, many individuals choose not to enter the scheme. For example, of the 38 000 Indigenous people referred to Intensive Assistance each year, just over 50 per cent (20 900) commence the program of Intensive Assistance. Around 17 100 say no thanks and refuse to enter the scheme. Does this mean that Indigenous people are judging that Intensive Assistance is not useful or does it mean that they do not want jobs?

The fourth lesson we learn is that of those who were referred to the scheme, 4560 became employed. Of those who were referred but did not commence the scheme, the increase in employment was approximately the same, 4370. This suggests the Intensive Assistance scheme has a very small impact, and perhaps no impact at all. DEWR, however, went further and suggested that among those who entered the scheme, only 1360 were employed as a result of participation. The other participants who became employed would have found employment without participating in the scheme. This estimate implies that 4 per cent of these who enter Intensive Assistance receive a job because of the scheme. This is a very low rate of success.

Finally, Table 11.4 indicates a nice point to think about. DEWR suggests that the threat of entering Intensive Assistance leads to individuals accepting jobs that they would not otherwise have done. The employment response to this threat suggests an interesting result; namely, that the success rate from the threat of having to participate in Intensive Assistance is greater than the success rate from participating in the scheme. This prompts the thought that from a financial
point of view, more emphasis should be placed on threats which are inevitably cheaper than providing training.

To sum up, the administrative data indicate that employment training schemes are relatively ineffective. This pessimistic result is not unique to programs directed toward Indigenous people. If non-Indigenous program evaluations are conducted, they produce similar results. It appears, therefore, that the lack of employment growth among Indigenous people is not easily fixed by policy initiatives that focus on skill development and job-finding skills for adults. Intensive Assistance is the Rolls Royce of job training policy. Government puts a lot of money into the program and yet it seems to pay very low returns. If, as a community, we are to do more in this policy area of developing skills and job-finding ability among the unemployed, we will need to substantially improve these schemes—a task that is, perhaps, too difficult.

**Concluding comments**

To conclude, I think we are well placed in terms of data that describes the difficulties that Indigenous people face, and in terms of data that documents their deep economic and social problems. My own feeling is that we need to know more about the interplay of culture and Indigenous decision making and how to create an environment within which Indigenous people can make better choices for themselves. To be thinking of poverty and employment problems in economic terms alone is clearly inadequate. We need to know more about motivation and the mechanisms that can create communities with more productive outcomes.

Policies for Indigenous young people of exceptional talent seem to be working well. For this group, there are efficient and effective pathways into professional sport, into universities, into business activities and into the public policy arena. And things are getting better each year.

What is not working at all are policies for the majority of Indigenous people and for the young who do not relate well either to a school environment or to the discipline of a work environment in the mainstream economy. How to design effective policies for these groups and how to collect the right sort of data to help develop good policies is not straightforward.

Finally, as indicated earlier, we need more administrative data that relate directly to policy interventions and directly to policy outcomes.
12. The real ‘real’ economy in remote Australia

Jon Altman, Geoff Buchanan and Nicholas Biddle

The Productivity Commission’s recent report Overcoming Indigenous Disadvantage, notes that the vision behind the report is that Indigenous people will one day enjoy the same overall standard of living as other Australians (SCRGSP 2005: 1.2). This admirable goal is a reflection of the Howard Government’s commitment to practical reconciliation; that is, to equality in health, housing, employment and education outcomes between Indigenous and non-Indigenous Australians. The futuristic reference to ‘one day’ suggests that the goal may indeed be more visionary than policy realistic.

Such a commitment by government is not new and was first articulated by the Aboriginal Employment Development Policy of 1987 (Australian Government 1987). Altman and Allen (1992: 147–8) noted before the 1994 NATSIS that while government policy aims to provide employment and income equality for all Indigenous Australians, it ignores the contributions made by ‘the informal economy’, or what we refer to here as the customary sector.

This chapter focuses on a different livelihood vision—one that seeks a sustainable future for Indigenous people residing in remote and very remote Australia, and one that accords with the culturally-informed aspirations of many. Our view is that measured equality, based on mainstream notions of development, will be impossible to deliver in many remote and very remote parts of Australia where Indigenous Australians reside, often on Indigenous-owned and managed lands. Rather than envisioning Indigenous futures that are limited to mainstream notions of development in either of the private (market) or public (state employment and welfare) sectors, we focus here on an economy that includes a third—customary or non-market or Indigenous—sector.

This framework has been termed the hybrid (three-sector) economy (Altman 2005b), but it has other nomenclatures. For example, Gibson-Graham (2005) refers to the diverse or community economy. And the feminist literature identifies a somewhat different three-sector economy that has crucial resonance with the model used here (Cameron & Gibson-Graham 2003; Ironmonger 1996). The

---

1 It should be noted that the results presented in this chapter differ from those presented at the Indigenous Socioeconomic Outcomes conference held on 11–12 August 2005. There was an error on the 2002 NATSISS CURF regarding the fishing or hunting in a group results that did not enable us to accurately calculate the denominator for our proportion estimates. Our conclusions, however, remain unchanged.
Canadian Royal Commission on Aboriginal Peoples (1996) used the term ‘traditional-mixed economy’.

Altman (2003b) contends that the real economy in many remote Indigenous contexts is the hybrid economy. The term ‘real’ economy has come to some prominence in the influential writings of Noel Pearson (2000, 2005), although he uses the term to mainly refer to the market economy. Thus, the term can have very different meanings and has been the subject of considerable debate within feminist discourse (e.g. Gibson-Graham 1996), as well as in policy debates on achievable Indigenous economic development (Altman 2003b, 2005b; Canadian Royal Commission on Aboriginal Peoples 1996). Both approaches seek to embed economic representation within a broader and more inclusive frame. For example, within feminist discourse it has been argued that the real economy has to include the contributions made by unpaid productive activities, predominantly performed by females. From this feminist perspective, economist Duncan Ironmonger (1996) looks to quantify the market and household sectors of the economy and thereby ‘feminise the economy’. In a similar way, we seek to include and quantify a predominantly unpaid and unrecognised Indigenous component in the economy—we ‘Indigenise’ the economy, at least in remote and very remote Australia, regions for which some data are available.

One important reason for conducting the 2002 NATSISS was to gather information that is distinctly Indigenous. In the search for the real Indigenous economy in remote and very remote Australia, we are highly reliant on official statistics to move beyond community or small group case studies. In this chapter we explore what can be documented about customary activity in Australia using the 2002 NATSISS. Given that Indigenous Australians now own over 20 per cent of the Australian continent (Pollack 2001), we explore what can be ascertained about their non-market activities on this land in order to inform debates over whether there is development benefit from land rights and native title. This debate, which has some currency, tends to ignore the reality that the market economy is very limited in remote regions and fails to quantify the non-market (see Hughes 2005b; Hughes & Warin 2005).

The paucity of data available on the customary sector marginalises Indigenous productive participation (Altman 2003b, 2004, 2005b), positioning it as ‘other’ to ‘real’ economic activity (see ABS 2005a, where it is reported as ‘social and sporting activity’). Such marginalisation facilitates poorly informed criticism of remote Indigenous communities by those who are opposed to the contemporary reality of a customary sector that is often underwritten by some state income support (e.g. see Hughes 2005b; Sandall 2000). At the most fundamental level,
we interrogate the 2002 NATSISS to see if it provides information about the magnitude and significance of the customary sector that can inform academic and policy debate. Gibson-Graham (n.d.: 2) note that what is at stake in conversations about rethinking ‘economy’ is ‘who and what is seen to:

1) constitute the economy, and
2) contribute to economic development’.

How can 2002 NATSISS data help answer such questions?

**A brief overview of the customary sector and the hybrid economy model**

The term ‘customary sector’ is similar to other widely used terms such as subsistence, non-market, non-monetary, informal, non-mainstream, cultural, and traditional-economy (see, inter alia, Altman & Allen 1992; Canadian Royal Commission on Aboriginal Peoples 1996; Fairbairn 1985; Fisk 1985; Morgan, Strelein & Weir 2004; Smith & Roach 1996). As outlined by Altman (2005b), the customary sector is made up of a range of productive activities that occur outside the market that are based on cultural continuities and specialities. These include activities such as hunting, fishing and gathering, production of art and crafts, and land, habitat and species management. Although the customary economy is not monetised (or marketed) by definition, a proportion can attract a dollar value, as with the sale of Indigenous art (Altman 2005b). At the core of the hybrid economy model is recognition of the linkages and interdependencies between the market, state and customary sectors, as shown in diagram 12.1 below. Our focus here is on segment 2, but also on segments 4, 6 and 7.

---

3 Fairbairn (1985: 327–29) provides an inventory of subsistence output in a Samoan context, including foodstuffs, buildings, capital works (canoes, road building, land development), craft industries and miscellaneous products, law and order functions of village councils and chiefs, certain kinds of intra-household works (water carrying, house cleaning, religious services), social security aspects of village life, the home processing of foods, Indigenous medicine and funerals). Fairbairn defines subsistence as embracing all non-monetary economic activities like the definition of the customary economy used here.
These linkages and interdependencies are often overlooked in Indigenous policy. A recent example of such an oversight can be found in the Productivity Commission’s *Overcoming Indigenous Disadvantage* report mentioned above. The chapter ‘Economic participation and development’ recognises fishing, hunting and gathering as ‘important economic activities for some Indigenous people living on Indigenous-owned land’ and that the ‘customary economy could have significant value for Indigenous people’ (SCRGSP 2005: 11.20). However, by limiting its perception of such activity to being ‘an affordable source of fresh and healthy food’ the Productivity Commission focuses only on the direct subsistence benefits of such activity—it ignores culturally-informed interpretations of its significance and wider spin-off benefits that might be generated. Opportunities to recognise and promote economic development on the Indigenous estate through commercialisation of the customary are also overlooked (Altman 2005b).

In much of its report, the Productivity Commission relies heavily on data from the 2002 NATSISS. However, in its discussion of the customary sector, no reference is made to survey results. Similarly, in its main publication about the 2002 NATSISS, the ABS (2004c) similarly fails to report data it collected on hunting and fishing activities. More recently, in *Australian Social Trends 2005*, the ABS (2005a: 52–57) reports on fishing or hunting, but as a selected social activity rather than economic activity. It is worth asking whether this was because the 2002 NATSISS did not go far enough in assessing customary activity as economic activity. As a first step in exploring this issue, we examine the questions that the 2002 NATSISS asked in relation to the customary sector.
2002 NATSISS questions and results

We focus here on three key issues in the 2002 NATSISS that relate to the customary sector and its interactions with the market and state. These are included in the 2002 NATSISS through variables on:

- fishing or hunting as a group activity
- participation in and payment for cultural activities, and
- the ability to meet cultural responsibilities while in employment.

Fishing or hunting in a group

Under ‘Culture’, the 2002 NATSISS asked those in the CA sample, ‘in the last three months, have you done anything else with other people?’ There were eleven possible responses, of which one was ‘going fishing or hunting in a group’. While a similar question was asked in the NCA sample in terms of involvement in social activities, ‘going fishing or hunting in a group’ was not a listed response.

The two components of the 2002 NATSISS sample selection and survey design—CAs and NCAs—have been described and discussed in detail by Biddle and Hunter (in this volume). In terms of sample size and geographic coverage, the 2002 NATSISS survey methodology has meant that information on fishing or hunting in a group was only gathered from the 2120 CA respondents (i.e. individuals residing in discrete communities and outstations in parts of Queensland, SA, WA, and the NT). No information was gathered on such activities from the vast majority of respondents to the 2002 NATSISS—a total of 7362 individuals in non-community remote areas (1997) and in regional areas and cities (5242). As a result, any discussion of Indigenous involvement in fishing or hunting activities based on 2002 NATSISS data is limited to the CA sample, the majority of whom were from very remote, as opposed to remote, Australia (see Biddle & Hunter in this volume).

According to the 2002 NATSISS, 82.4 per cent of the CA sample aged 15 years and over answered that they fished or hunted in a group in the past three months. This represented 39 400 Indigenous Australians. A slightly higher, though not significantly different, proportion of males reported that they fished or hunted in a group than females (84.0% compared to 80.8% respectively). There was no difference between those aged 15 and 34 years (84.2%) and those aged 35 to 54 (84.9%). There was, however, a significant difference between the proportion of those aged 55 years and older who said they participated (66.7%) compared to the rest of the population.
Table 12.1. Percentage of Indigenous population in CAs who did and did not fish or hunt in a group in the last three months, by recognising and living on homeland, 2002

<table>
<thead>
<tr>
<th></th>
<th>Does not recognise homeland</th>
<th>Lives on homeland</th>
<th>Does not live on homeland</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not fish or hunt in a group</td>
<td>25.8% (800)</td>
<td>15.3% (3400)</td>
<td>18.9% (4200)</td>
<td>17.6% (8400)</td>
</tr>
<tr>
<td>Fished or hunted in a group</td>
<td>74.2% (2300)</td>
<td>84.7% (18 900)</td>
<td>81.1% (18 100)</td>
<td>82.4% (39 400)</td>
</tr>
<tr>
<td>Total</td>
<td>6.7% (3200)</td>
<td>46.7% (22 300)</td>
<td>46.7% (22 300)</td>
<td>100.0% (47 800)</td>
</tr>
</tbody>
</table>

a. The relevant population numbers are provided in parentheses.

Source: Customised cross-tabulations from the 2002 NATSISS CURF

The data from 2002 NATSISS suggests that recognising and living on one’s homeland may influence a person’s participation in the customary sector. However, the sample sizes are too small to make any definitive statements (see Table 12.1). Of the 3 200 individuals who did not recognise their homelands, 74.2 per cent said that they fished or hunted in a group. Of those who did recognise their homeland, those who lived there (22 300 individuals) participated most in fishing or hunting in a group (84.7%). Those who recognised, but did not live on, their homeland (22 300 individuals) had a lower participation rate (81.1%). None of these differences were significant at the 5 per cent level of significance. Given the small sample sizes, this is not surprising. So, although the figures suggest a positive economic benefit from land rights and native title (and customary harvesting rights under s.211 of the Native Title Act 1993), that is ignored in current public discourse on land rights and development, the survey methodology makes it difficult to properly examine such an important issue.

A person’s participation in paid work may be associated with their participation in fishing or hunting. On the one hand, employment that is not directly related to fishing or hunting may take time away from such activities. On the other hand, employment may give people economic resources that facilitate such activities, or alternatively some people’s employment may be directly related to fishing and/or hunting. Of those who were employed (24 800), 86.8 per cent reported that they participated in fishing or hunting in a group. Of those who were not employed (1600 unemployed, 21 400 not in the labour force), 77.8 per cent said that they did so. This difference was statistically significant.
Table 12.2. Percentage of Indigenous population in CAs who fished or hunted in a group in the last three months, by industry and hours worked, 2002

<table>
<thead>
<tr>
<th></th>
<th>Public sector</th>
<th>Private sector</th>
<th>CDEP</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Full-time</td>
<td>90.0</td>
<td>71.4</td>
<td>85.7</td>
<td>83.9</td>
</tr>
<tr>
<td>Part-time (&lt; 35 hours)</td>
<td>91.7</td>
<td>80.0</td>
<td>87.3</td>
<td>88.0</td>
</tr>
<tr>
<td>Total</td>
<td>90.6</td>
<td>75.0</td>
<td>87.1</td>
<td>86.7</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

Of those who were employed, there were inconclusive differences by sector of employment and the hours worked. Table 12.2 shows that those employed full-time are slightly less likely to participate in fishing or hunting than those who were employed part-time. However, this difference was not significant. The type of work also made a difference. Of those in non-CDEP employment, those employed in the public sector were more likely to participate than those who were employed in the private sector, with those employed in CDEP somewhere in between. None of these differences were significant.

The role that CDEP employment plays in facilitating such activities as compared to not being employed is a consistent finding between the 1994 NATSIS and the 2002 NATSISS (despite different survey questions). Hunter (1996: 60–61) showed that those on CDEP were most likely to engage in hunting, fishing and gathering bush food in 1994. However, given the smaller sample size and change in survey methodology in the 2002 NATSISS, much less can be said about differences between employment sectors and geographical categories than was possible from the 1994 NATSIS.

Participation in, and payment for, cultural activities

Another aspect of the hybrid economy, which the 2002 NATSISS gives us some information on, is participation in, and payment for, cultural activities. Unlike fishing or hunting in a group, this question was asked in CAs and NCAs, making it possible to differentiate between remote Australia (incorporating remote and very remote Australia) and non-remote Australia (incorporating outer and inner regional Australia and major cities). However, it is not possible to differentiate between remote and very remote areas using the standard output from 2002 NATSISS.

Under ‘Culture’, the 2002 NATSISS asked respondents—with only a minor difference in wording between the CA and NCA questionnaires—whether, ‘including activities done as part of your job, in the last 12 months did you: make any Aboriginal or Torres Strait Islander arts or crafts; perform any Aboriginal or Torres Strait Islander music, dance or theatre; and/or write or tell any Aboriginal or Torres Strait Islander stories?’ Those who answered ‘yes’ to one or more of the above were then asked, ‘Were you paid, or will you be paid,
for your involvement in this activity/any of these activities?’ and if so, for ‘Which activities?’, with more than one response being allowed.

Table 12.3 shows the three types of cultural activities that are grouped in the 2002 NATSISS and the participation rates for remote and non-remote populations. Of those who did participate, the proportion paid for doing so is also presented.

**Table 12.3. Percentage of Indigenous population who participated in, and were paid for, various cultural activities, by remoteness, 2002**

<table>
<thead>
<tr>
<th></th>
<th>Arts or crafts</th>
<th>Music, dance or theatre</th>
<th>Writing or telling stories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-remote</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participated</td>
<td>15.1%</td>
<td>7.5%</td>
<td>12.4%</td>
</tr>
<tr>
<td>Paid (of those who participated)</td>
<td>20.5%</td>
<td>34.9%</td>
<td>20.8%</td>
</tr>
<tr>
<td><strong>Remote/very remote</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participated</td>
<td>19.1*</td>
<td>10.4*</td>
<td>12.9*</td>
</tr>
<tr>
<td>Paid (of those who participated)</td>
<td>51.9*</td>
<td>26.3</td>
<td>23.7</td>
</tr>
</tbody>
</table>

a. The remote/very remote estimates that are significantly different from the non-remote estimates at the 5% level of significance.

Source: Customised cross-tabulations from the 2002 NATSISS CURF

Table 12.3 shows that the type of cultural activity that people participated in is somewhat different by region. Those in remote or very remote regions were more likely to participate in ‘arts and crafts’ as well as ‘music, dance or theatre’ compared to those in the non-remote population. The proportion that participated in writing or telling stories was not significantly different. Within those who participated, over half of the population in remote or very remote areas were paid for the activity. This was much higher than the proportion for the non-remote population and significantly higher than the proportion that was paid for the other two activities.

**Ability to meet cultural responsibilities while in employment**

The final variable examined is the ability to meet cultural responsibilities while in employment. Under ‘Employment’, 2002 NATSISS asked all employed respondents (including those employed in CDEP), ‘Because you work, is it possible to meet all your cultural responsibilities?’. As with participation in, and payment for, cultural activities, this question was asked in both CAs and NCAs, thus allowing for differentiation between remote and non-remote Australia. In NCAs, at least, cultural responsibilities were described to respondents as including ‘such things as telling traditional stories, being involved in ceremonies and attending events such as funerals or festivals’.

Table 12.4 gives the number of people (who were employed) who: did not have cultural responsibilities; had cultural responsibilities and were able to meet them; and had cultural responsibilities but were unable to meet them.
Table 12.4. Presence of, and ability to meet, cultural responsibilities while in employment, by remoteness (number of persons), 2002

<table>
<thead>
<tr>
<th></th>
<th>No cultural responsibilities</th>
<th>Able to meet responsibilities</th>
<th>Unable to meet responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote/very remote</td>
<td>7732</td>
<td>27 600</td>
<td>4402</td>
</tr>
<tr>
<td>Non-remote</td>
<td>31 578</td>
<td>35 360</td>
<td>23 592</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

Table 12.4 shows that, for the total surveyed population who had cultural responsibilities while in employment, 69.2 per cent were able to meet them. There were significant differences by remoteness with 60.0 per cent of the non-remote population able to meet their responsibilities, compared to 86.2 per cent in the remote population.

Table 12.5. Percentage of population who were able to meet cultural responsibilities, by industry and remoteness, 2002

<table>
<thead>
<tr>
<th>Industry</th>
<th>Total</th>
<th>CDEP</th>
<th>Private sector</th>
<th>Public sector</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Remote/very remote</td>
<td>79.2</td>
<td>93.7</td>
<td>62.4</td>
<td>86.3</td>
<td></td>
</tr>
<tr>
<td>Non-remote</td>
<td>61.2</td>
<td>78.5</td>
<td>54.3</td>
<td>60.0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>65.9</td>
<td>89.6</td>
<td>55.3</td>
<td>69.2</td>
<td></td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

As Table 12.5 shows, industry sector can influence these differences. CDEP employment appears to be the most conducive form of employment to allow Indigenous people to meet their cultural responsibilities, followed by employment in the public sector. Apart from the difference between public sector and private sector employees in non-remote Australia, all these differences were significant at the 5 per cent level of significance.

Table 12.6. Percentage of each State/Territory engaged: in fishing or hunting in a group; paid; and unpaid arts and crafts activity, 2002

<table>
<thead>
<tr>
<th>State</th>
<th>Remote and very remote area who fished or hunted in a group %</th>
<th>Total State who participated in arts/crafts %</th>
<th>Those who participated in arts/crafts who were paid for doing so %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSW</td>
<td>N/A</td>
<td>16.4</td>
<td>15.4</td>
</tr>
<tr>
<td>VIC</td>
<td>N/A</td>
<td>14.4</td>
<td>17.0</td>
</tr>
<tr>
<td>QLD</td>
<td>82.4</td>
<td>14.4</td>
<td>25.9</td>
</tr>
<tr>
<td>SA</td>
<td>76.0</td>
<td>20.9</td>
<td>43.0</td>
</tr>
<tr>
<td>WA</td>
<td>80.1</td>
<td>16.4</td>
<td>33.3</td>
</tr>
<tr>
<td>NT</td>
<td>83.5</td>
<td>19.5</td>
<td>67.6</td>
</tr>
<tr>
<td>ACT/TAS</td>
<td>N/A</td>
<td>11.4</td>
<td>15.6</td>
</tr>
<tr>
<td>Australia</td>
<td>51.0</td>
<td>16.2</td>
<td>30.6</td>
</tr>
</tbody>
</table>

a. The percentages in this column represent those who reported that they participated in arts/crafts. N/A Refers to those States or Territories without a remote or very remote population in the sample.

Source: Customised cross-tabulations from the 2002 NATSISS CURF
In Table 12.6 we provide some slightly different summary data by State/Territory on fishing or hunting, participation in arts and craft, and in being paid for arts and crafts. Bearing in mind that the question on fishing or hunting was limited to CAs, it is instructive that such activities are prominent in jurisdictions with land rights and sea access. It is also interesting that those States that have most land rights and that have benefited most from arts marketing support also have the greatest proportion paid for arts and crafts participation. The Northern Territory stands out in both.

It is most disappointing, in terms of the data on fishing or hunting, that a more comprehensive and detailed geographical analysis of such activity is not possible under the 2002 NATSISS, especially when compared to what is possible using data from the 1994 NATSIS (Smith & Roach 1996: Fig. 6.1).

**Shortcomings in the 2002 NATSISS**

There are shortcomings in the 2002 NATSISS’s capacity to generate useful data on the customary sector. These are explored here with a focus on the data pertaining to fishing and hunting.

**Coverage of Indigenous population and key customary sector activities**

We identify three key shortcomings in the 2002 NATSISS’s coverage of economic activities with customary links. Firstly, and most importantly, it is unclear why ‘fishing or hunting in a group’ was not included as an option under the involvement in social activities question in NCAs, especially when a similar question on ‘hunting, fishing and gathering bush foods’ was included in all areas in the 1994 NATSIS (Hunter 1996; Smith & Roach 1996). Subsequent research shows that the customary sector is of economic importance to non-remote Indigenous people, especially in inner and outer regional areas. For example, Gray, Altman and Halasz (2005) estimated that the value of wild resources harvested by members of the Indigenous community of the Wallis Lake catchment in coastal NSW was between $468 and $1200 per annum, accounting for between 3 and 8 per cent of the gross incomes of Indigenous adults. The 2002 NATSISS clearly ignores customary activity known to occur in these areas by not allowing respondents in NCAs to indicate their participation in fishing or hunting activities.

Secondly, it is unclear why ‘gathering bush food’ was not either included in the above question as it was in the 1994 NATSIS, or asked as a separate option. As women are the predominant gatherers, there is a clear possibility of gender bias here. Third, a very significant aspect of the customary sector—the role of Indigenous people in land and sea management and biodiversity conservation—is ignored in both the 1994 NATSIS and the 2002 NATSISS (Altman 2005b; Smith & Roach 1996).
Economic versus cultural activity

The inclusion of hunting, fishing and gathering activities in the category ‘Employment and income’ in the 1994 NATSIS was positive. However, its inclusion under the sub-category of ‘voluntary work’ was not (Smith & Roach 1996), especially as it was included in a list of other voluntary work activities that could not be considered economic activities with customary links. The 2002 NATSISS potentially ignores the economic significance of such activities by addressing them only as cultural activities. Similarly, while recognising that monetary benefit may be gained from activities such as the production of art and crafts, the 2002 NATSISS categorises such activities exclusively as cultural rather than economic.

As shown in the recommendations section below, with reference to the Canadian Aboriginal Peoples Survey 2001, such activity can be recorded under more than one category.

Group versus individual activity

It is unclear why 2002 NATSISS focused on fishing and hunting as a group activity to the exclusion of individual activity, especially as the question was not asked in this way in the 1994 NATSIS. Indicative fieldwork undertaken by Altman (2003a) in January 2003 indicates that 20 of 40 harvesting events recorded at Mumeka outstation were by individual hunters or fishers who were also, coincidentally, the most productive. While we are not suggesting that these individuals would not have participated in a group harvesting activity within a three-month period, it is unclear why this distinction is made in circumstances where people clearly hunt and fish alone. The question appears to be primarily concerned with Indigenous people’s involvement in group activities at the possible risk of excluding accurate information on the labour individuals had invested in these activities.

Seasonality

It was an improvement in the 2002 NATSISS CAs interview to specify a set time period of three months in terms of fishing or hunting activities, compared to the unspecified time period in the 1994 NATSIS question. However, it is still

---

4 Smith & Roach (1996: 74) noted that a number of definitional issues needed to be reconsidered with regard to the voluntary work question in the 1994 NATSIS arguing, for example, that ‘subsistence activities are clearly significant but should be treated separately to voluntary work in a questionnaire schedule, being more appropriately classified as unpaid own account production in the informal economy’.

5 It is worth noting with regard to the issue of labour effort expended, that the question on hunting, fishing and gathering bush food as voluntary work in the 1994 NATSIS also delivered information on the amount of time spent on these activities. This information would prove extremely useful in determining labour input into such activities. Again, it is unclear why the 2002 NATSISS did not ask for this information.
inadequate. The primary reason for this is the influence seasonal variability may have on hunting, fishing and gathering activities and the consequent potential for seasonal bias in recording for a period under 12 months or a full seasonal cycle (Altman & Allen 1992: 145; Altman, Gray & Halasz 2005: 15).

Lack of comparability between the 1994 NATSIS and the 2002 NATSISS

A significant shortcoming of the 2002 NATSISS is the inability to confidently compare data about customary activity with the earlier 1994 NATSIS data. Biddle and Hunter (in this volume) have alluded to this shortcoming.

Restrictions on geographic analysis

A major problem with the standard output from the 2002 NATSISS is the inability to differentiate remote areas from very remote areas. Furthermore, the publicly available unit record data confuses the concept of remote and non-remote with CAs and NCAs. Especially with regard to the social activities question, the ABS must allow users to identify those who were and those who were not given ‘fishing or hunting in a group’ as a response option.

Recommendations for NATSISS 2008

We limit our recommendations here to the improvement of data on hunting, fishing and gathering activities in the next NATSISS. Biddle and Hunter (in this volume) point out that the change in the way information was gathered on these activities makes comparison between the 1994 and 2002 surveys ‘uninformative, if not meaningless’. While we recommend some significant changes to survey questions on customary activities, we believe it is important that some comparability is maintained between the 2002 NATSISS and the NATSISS scheduled for 2008. This can be done by repeating the 2002 NATSISS questions under cultural activities, but by adding one or two more specific questions under Employment and/or Income. This of course needs to be done while taking into consideration the time burden on respondents of such surveys. However, the importance of such activities to the access to resources of many Indigenous Australians necessitates asking the right questions.

There are some straightforward recommendations on how information on this range of activities should be collected in NATSISS 2008 which will not substantially increase respondent burden:

- Information needs to be collected for all Indigenous Australians and not be limited to just those in CAs.
- Information needs to be gathered as economic activity, not just as cultural activity. One aspect of the question used in the 1994 NATSIS but not in the

---

6 This is not to deny the fact that the longer the time period, the greater the potential for recall error.
2002 NATSISS that is worthy of re-inclusion is information on labour effort expended on customary sector tasks in hours per week.

- In an economic context, the question should not be confined to conducting these activities in a group.
- The question needs to include gathering of bush food as an activity, as was done in the 1994 NATSIS.
- Information needs to be gathered on the basis of activity over the last 12 months in order to overcome problems of seasonal bias.

The Canadian Aboriginal Peoples Survey 2001 provides guidance on how questions on hunting, fishing and gathering could be collected in order to better capture their significance as economic, as well as cultural, activities. The 2001 survey comprised a core questionnaire as well as distinct supplementary questionnaires for the Metis and Arctic communities (Statistics Canada 2003). Under ‘Section C – labour activity’ the core questionnaire asks whether respondents have hunted, fished, gathered wild plants and/or trapped for either food, pleasure, commercial use or other use (medicinal, ceremonial) over the past 12 months. Unlike the 1994 NATSIS and the 2002 NATSISS questions, hunting, fishing, gathering and trapping are each listed separately. Collecting information on the purpose of activity seems advisable, given uncertainty as to whether such activity is being undertaken for subsistence, commercial or recreational purposes.

The Arctic supplement to the Canadian survey devoted an entire section to ‘Household and harvesting activities’ in which much more detailed information was gathered on commercial and unpaid household activities related to the harvest, preparation and consumption of ‘country food’. Information was gathered on inputs, including food preparation and hunting equipment repairs carried out in the home and household investments in harvesting equipment. Data collected on outputs included whether ‘country food’ was eaten in the household, shared outside the household, exchanged or sold; the proportion of household food that was made up of ‘country food’; and household income from the sale of ‘country food’ and other harvested products.

The Arctic supplement also asked for more information than may be feasible in NATSISS. And asking respondents to estimate actual amounts of income derived from harvesting activities may not produce reliable data. The Metis supplement

---

7 Altman & Allen (1992: 138) note that while participation in the informal economy is not limited to Indigenous Australians, the major distinction is ‘that for those Aboriginal and Torres Strait Islander people who continue to live off the land, subsistence is their ‘primary’ work and income-generating activity’. Hunter (1996) suggests that caution should be exercised in interpreting hunting, fishing and gathering activity automatically as customary activity. Hunter (1996: 60) warns that hunting, fishing and gathering in urban areas requires a certain level of income to allow engagement and may be more accurately interpreted as a consumption activity as opposed to a productive economic activity providing an alternative to market sector employment.
provides an alternative approach by asking respondents about the importance of income from hunting, fishing, gathering, guiding, trapping and/or art and craftwork production in making ends meet in the household, using a four-point scale from ‘not important at all’ to ‘very important’. In the Australian context, land, habitat and species management activities could be included in such a question.

We would gain a much more comprehensive picture of the economic importance of customary activity within Indigenous households in Australia if we collected information on participation in, and the purpose of, such activities (as in the Canadian core questionnaire); labour effort expended on them (as in the 1994 NATSIS); and the contribution of such activities to household income (as in the Metis supplement).

**Conclusion**

In this chapter we have examined the ‘real’ economy in remote and very remote Australia, where 27 per cent of the Indigenous population resides. Of this population, 17 per cent resides in discrete Indigenous communities, frequently on Indigenous-owned land and very remote from markets and mainstream employment and business opportunity. The customary, Indigenous or non-market sector of the economy makes contributions to Indigenous people’s livelihoods that are not reflected in standard statistical collections like the five-yearly Census of Population and Housing.

The 2002 NATSISS provides strong statistical support for the view that the real economy in remote Indigenous Australia is made up of three, rather than two, sectors. The 2002 NATSISS information reinforces a view that other ABS statistics that ignore the non-market sector understate the extent of Indigenous economic participation and wellbeing. The policy ramifications of this finding is that the customary sector might provide economic opportunity, and that major programs like the CDEP scheme, as well as land rights and native title rights, might be useful instruments to facilitate enhanced customary participation with positive livelihood outcomes.

The 2002 NATSISS has generated some important information on hunting and fishing in some contexts; on paid and unpaid cultural work; and on the impact of employment on the ability to meet cultural obligations. As social scientists, we welcome new data sets that allow testing of new ways of looking at the Indigenous economy. We are naturally very disappointed that these data do not go far enough, and strongly encourage the ABS to enhance efforts to better capture customary activity throughout Australia in 2008.
13. Panel Discussion: Diverse perspectives on the evidence

Larissa Behrendt, Tom Calma, Geoff Scott, (with introductory remarks by Jon Altman)

Jon Altman
The aim of this panel discussion is to get some diverse perspectives on the evidence. To do that we have arranged a panel of three people who will evaluate the evidence on socioeconomic outcomes for Indigenous Australians as articulated in the first day of this conference and then look at those with respect to their diverse professional and academic experiences. We thought it would be very useful at the end of Day 1 of this conference to have some discussions that would tease out how and, indeed, if statistical collections can add substantially to the debate on Indigenous policy. We are sure these statistics can do that, and I am sure the panel would agree with that. One of the main questions to be addressed is how large scale statistical collections can be improved to collect more accurate information about Indigenous circumstances so that policy can be better informed to address Indigenous disadvantage and need. What I will do is introduce my distinguished panel in the order that they will speak, and invite them to speak for up to 15 minutes on what they have heard today.

The three panelists are: Larissa Behrendt, Professor of Law and Indigenous Studies and Director of the Jumbunna Indigenous House of Learning, University of Technology, Sydney; Geoff Scott, who has had a long and distinguished career, and is currently holding two positions: Chief Operating Officer of the New South Wales Aboriginal Land Council in Sydney, and Distinguished Professor in Public Policy Research at University of Technology in Sydney; and Tom Calma, the Aboriginal and Torres Strait Islander Social Justice Commissioner, and Acting Race Discrimination Commissioner with HREOC.

Larissa Behrendt
I would like to begin by acknowledging country and Matilda House’s welcome this morning and paying my respects to the Ngunnawal people, and to the many Aboriginal nations who are represented at this conference among the audience and participants.

I’ve been asked to make a few reflective comments, and I do that as someone who has a legal background, rather than being a statistician or a policy maker.

In the law reform work we do at Ngiya, where we are primarily trained as lawyers, we are very reliant on statistical analysis as a part of the methodology
that we sometimes engage in. But more often we rely on people like Don Weatherburn and the ABS, the Productivity Commission and the NATSISS to be able to have a stronger base from which to articulate what we hear anecdotally. This base data allows us to counterpoint the rhetoric and ideologies that we see influencing the legal and policy agendas we are working on within our research unit.

One of the things Jon’s speech reminded me of this morning is that there are many key roles that are being lost with the abolition of ATSIC and he touched on one when he mentioned its very vital role in collecting data that was independent of government. It seems to me that the ability to provide a form of independent advice from government has been lost in many of the roles that ATSIC used to play. So, for example, we saw it play a similar role in relation to the issue of native title. We saw it play a similar role in relation to the way it analysed Australia’s performance under our key human rights organisations. And we saw it in the way it focused in this era of reconciliation on a more developmental rights framework, including agendas such as a treaty. These viewpoints were in many instances much more reflective of Indigenous people’s perspectives on policy issues than of the Australian Government’s, and often stood in stark contrast or opposition to federal government policy. So, with the eradication of that national representative structure, there has been an increasing feeling amongst Indigenous communities and families of incredible disempowerment and I guess also too we are often hearing comments about how quickly these changes have come along and they are saying ‘I didn’t realise it was a new era because the changes have happened so rapidly’. With the fast pace that ATSIC was abolished and a new system was put in place, many Indigenous people felt left out of that change because indeed they were not consulted about it or included and they felt left behind by these enormous changes happening within the sector.

Despite the rhetoric of government that the abolition of ATSIC structures has meant government can now directly engage with Aboriginal and Torres Strait Islander communities, the questions that we’ve heard asked most often is one that Jon Altman raised this morning, and that is: who is it that government is actually engaging with? Many commentators have noted there is a real inconsistency with policy on the one hand that it is interested in greater interaction and negotiation with communities through things like SRAs but on the other hand seeks to destroy a regional representative model that would have facilitated that negotiation.

It is interesting to note that the areas that seem to have done the best in navigating SRAs are areas like Murdi Paaki in New South Wales where there was a very strong ATSIC regional council and their ability to navigate the changes has very much been led by the very strong regional council work that was being
done there. We need to remember that there is evidence, both here (much of it done by CAEPR) and overseas (particularly in the mainland of the United States and Canada) that shows that socioeconomic outcomes are best improved when Indigenous people are included in priority setting, policy development and program delivery. It is not simply an ideology of self-determination that shows that: it has been actually proven by research. This evidence of the importance of having Indigenous people involved in the administration, development and planning of policy has been overlooked in the rush to enter SRAs.

The underlying issue that can be gleaned from Jon’s observations this morning is that much of the data that would assist communities in making informed choices about entering into those sorts of agreements—what areas they might want to cover, what additional services they might need and seek, what sorts of priorities they might want to focus on—has not been provided to allow Aboriginal people to enter into these agreements in an informed way. Nor is there a framework for assessing those agreements to monitor their effectiveness or their fairness.

I would also note that one of the things we have noticed from our research work is that, in addition to the sorts of enquiries we get from community people about what SRAs are, how do we figure out if we want to be involved in them, and what sorts of things should we be looking at? We are particularly interested in the number of people who work within various State and Territory government departments who seem to be asking the same sort of question about the process, the substance and the evaluation of SRAs.

One of the key problems is that the SRAs have been led by the ideology of mutual obligation and other aspects of Indigenous policy have been driven by an ideology of mainstreaming. Ideologically-driven policy is not always in line with research-based policy—in fact, it rarely is—but the latter has a better chance of addressing socioeconomic disadvantage than the former.

I want to conclude by flagging three ways in which we can improve these outcomes and use the sort of statistical analysis that we have been talking about today.

Firstly, the ATSIC legislation provided for a regional planning process. With the abolition of ATSIC and the regional councils, we have lost a mechanism by which we can engage in that sort of analysis and planning within each of the regions. I think it’s really important that we re-establish that as a framework for working through any negotiation process that is intended by the SRAs. It is true to say that the promise of the regional planning processes that were articulated in the ATSIC legislation were never actually met. But I think it provides a framework for the groundwork you would need to do to actually start effectively engaging communities and targeting priorities in different areas. The example I would use of a really good regional mapping process is the
Fitzgerald Report in Cape York—the Cape York Violence Study—which, even though it was initiated by concerns about levels of violence and substance abuse, did a mapping exercise that was really thorough in terms of looking at issues of governance and the involvement of State and federal agencies in the area. It’s an excellent example of how you could map out a regional area. So I think you need to go back and do that planning process that was foreshadowed but seems to have been lost in the impetus to try and come up with large numbers of SRAs without doing that sort of groundwork beforehand.

The second thing I would flag is the need to rethink the way in which SRAs are approached. There is no doubt that the idea of negotiating with Indigenous communities is an important one. I have already mentioned that there is a great deal of evidence to show that you need that sort of involvement to ensure programs are going to be successful. In theory, the notion of SRAs should actually be able to provide some way of engaging meaningfully with Aboriginal communities. I think one of the real concerns is that that promise has been lost in the way that SRAs have been approached in practice. I think we need to rethink the way the process for engaging in SRAs is thought out and make it much more transparent. This process needs to include issues like who actually has the mandate and who is making the agreement. We need to ensure there are mechanisms in place to monitor the content, to ensure they are not breaching basic human rights or that there is no bargaining for essential services. Also, there should only be a commitment made to provide something as part of the exchange, particularly by governments, if there is a capacity for them to do so. You will all be familiar with the stories of kids turning up to school as part of their agreement, only to find out there were not enough teachers or classrooms. There also needs to be more attention given to the issue that was raised in this morning’s presentation about that real need to come up with a framework for monitoring and evaluating those agreements to ensure that the outcomes are actually beneficial to Indigenous people, and they are making some kind of impact.

The third thing I would raise is the way in which we need to empower communities to work alongside the statistical research that we do. There is a need to increase the number of Indigenous people in the public service. One of the really unfortunate side effects of the abolition of ATSIC and the move from ATSIS into the Office of Indigenous Policy Coordination (OIPC) was the loss of numbers of Indigenous people working within the public service, particularly across the Senior Executive Service. We have actually seen a large drop in the number of Indigenous people who were transferred from OIPC into other government departments but found that this was a very different environment than the one they signed on for, so they have quietly left. I think that has been a real step back for us, because it has been an important development that more and more of our people have been working within the policy area. It’s never an
easy choice to make as an Indigenous person, but I really respect people who have done that. It is a real shame that we have lost so much of that capacity under the new arrangements. Ensuring those numbers increase in the future will be another big challenge.

**Geoff Scott**

I would like to start by acknowledging country and the Ngunnawal people on whose land we gather today. I would like to say this forum has been quite useful. I found 70 per cent was quite useful, and 30 per cent was completely over my head. But it also raised issues where I should take a lot more interest and also some concerns. But the honesty about the data and its usefulness is very enlightening.

I would like to pick up the first point in Jon Altman’s paper this morning: that the central tenants of policy have moved over the last few months. The principles have moved. I’m sorry, there is no principle, it’s about mainstreaming, mutual responsibility and whole of government. That’s a positive move that was pursued by ATSIC for a number of years but was not pursued by government. What I think it does acknowledge with government is that they have continued to fail in service delivery. For the amount of money going in and the effort involved, the results have not been what were intended and there are reasons for that.

The national commitment to improve services to Aboriginal and Torres Strait Islander people was put in place in 1992 and confirmed again by the Council of Australian Governments (COAG) in 1994, and then they came up with the COAG Agreement in 2000.

What was missing in all of those issues was the authority of central government: it was not there. It was an impediment to service delivery, an impediment to research, it was an impediment to access to data. That is one thing I think you will be facing in your studies as well. That is there now, but it only came about when ATSIC was removed from the environment. The accountability provisions of government have changed as well. The accountability provisions now are not measuring performance as disbursement, but accountability as being accounting. They were the measures imposed on ATSIC.

They’ve moved now to accounting for activity, and for some outcome performance, which is a positive development. It’s a shame it has taken so long to come out. The point that should be made here, about the way ATSIC went about its business, is that the critical insider is not tolerated in this government. It is not tolerated in today’s society. If you criticise government, you will suffer. I think most people here today are aware of that. Today it’s about controlling the media. There are positives in the environment. If we make our comments about the history of what has happened, then greater minds will look at that and make their assessments in the future when the venom goes out of the debate.
The shift to a greater focus on communities and regions is not a negative development. But it needs a fundamental policy framework to underpin it. It needs a policy framework underpinned by research and analysis. I do not know how you identify what a community is. In a lot of Australia, it is a very nebulous concept. Who are you talking to, who do you have an agreement with, who makes up your community, and who’s got authority? And I’m sure the people in OIPC and the Indigenous Coordination Centres (ICCs) are grappling with that now.

It’s also about identifying the issues, and needs and concerns, but also both the symptoms and causes of those. Identifying the existing service mechanisms, identifying the baseline data, and then what milestones you are looking for. What are the impacts, and how we measure the outcomes? That’s why, in terms of today, the 2002 NATSISS survey (and its outcomes) is just one aspect of the whole package that could be backed up by the case studies, by the longitudinal studies. But it is a very useful mechanism. The challenge we face is to meet this emerging requirement. The Productivity Commission work was mentioned a couple of times this morning. What I think that report and the Commonwealth Grants Commission confirms is the dearth of data availability, of access to data and of analysis.

One massive problem I see in the current policy framework is that we develop all these frameworks of what the indicators were. They are sitting there up at the national level.

On the ground we’ve got SRAs. There’s no link, and that should be a worry to us all. We have lots of activity. That’s not to say SRAs are bad. They are potentially a useful mechanism, but by themselves they are quite dangerous. In saying that, I would like to make the point that outcomes and impacts is a function of a number of policy initiatives, and the resources applied to those initiatives. It’s about incentives and penalties, and service accessibility and strategies. It’s not about one program. Some of the data presented this morning actually brought that out. I was in the States recently. Listening to the TV, advertising for a drug, they say take drug A and it will fix B (your condition), but by the way, here are the side effects, and they read off a long list. An interesting analogy, I would suggest.

But on those issues this is the problem of the way in which policy frameworks are implemented. We have no way of measuring the intended or unintended consequences of a policy initiative. Some of the work this conference is doing in trying to identify some of those relationships is extremely important. It is a body of work that has not been done. This is exacerbated by the silent mentality of government agencies, at both Commonwealth and State levels. It is a challenge for the new environment. They are trying to work in practice but on the ground it is not working very well. I do not think you can ask a Minister to give away
his power over money that he is responsible to government for. Nor will a Secretary give away decision making power over something that his Minister will hold him accountable for. So you have to change the very tenets of government policy to give this process a chance to work. The other point I would like to make here is that we have to try to understand in this policy context the difference between development and intervention. In this country, most of the policy initiatives you see are interventionist. The SRAs are interventionist. The work in the Cape York report focused on interventions, and mentioned the difference between development and intervention, but did not take it further.

Another important point that was raised this morning was about social capital, about human capital. Intervention to date has focused on services and infrastructure. You need to build a sustainable social capital framework to underpin that. In Australia when you mention intervention it is a dirty word, but overseas you can do it. We need to build the necessary framework for that.

Boyd Hunter raised the issue this morning about poverty. The whole poverty debate and how narrow and immature it is in this country. It’s not just income. It’s about powerlessness and exclusion. Without taking on poverty and all those related aspects of exclusion, one will not succeed.

One point that was raised this morning was mobility. It’s very important in today’s emerging policy environment, especially the policy arising from the reports issued by the CGC (2001). When the Commission was doing their work, they tried to do an absolute needs-based measurement and they were told no, you’re not allowed, we want a relative one. It’s all about an ideology of moving specific funding for Indigenous affairs to the north, to the more remote areas, and then requiring government line agencies to fill the gap left behind by the other programs. So it’s very important from that point of view. Coming out of that presentation this morning is a number of factors looking at what mobility was. It’s a function of security and social capital. If someone’s not scared to move, they will do it. If they are, they will stay at home. And that’s no different to anyone else. That’s human nature. Everyone likes the status quo. They will not move unless they see a positive in moving. It’s those issues that are brought out of that point for me.

On what the drivers and levers are, have you seen recently there is a move on having home ownership on community lands? There is a move on promoting scholarships to help people to leave their communities for education. This concept of orbits has been put up now and bandied around. We have transient employment issues where the great new initiative for Aboriginal people is fruit picking, as suggested in a CIS study. Send people down south at a cost of about $12 000 to earn $4000. I do not know where the economies come in there, but it made a good story.
Another issue is child mortality which was very interesting this morning as well. I have put it that this study is going to be very useful for someone who is a rational policy maker. There is data being presented here that is quite useful in explaining the relationship between the different factors. Coming out of the child mortality debate this morning was the relationship between a stable and safe and secure home environment, both from an economic and a health point of view. The discussion about social stresses and the primacy of the home environment were equally important. We need to identify what those positives were.

Another point there is that policy makers drive demand, mobility being one example. We all must be aware of what use the information produced will be put to. There must be an implicit acknowledgment there that the economic growth and development required to sustain people in remote areas is just not there. It’s fanciful to keep saying that it is. Government put the people on the excisions and the reserves and now it’s come to the reality that it’s going to cost a lot of resources to maintain that, and the economies are not there.

There was a point this morning about the CDEP scheme. Be very careful about confusing the vagaries of CDEP. The ABS classifies a CDEP participant as being employed. If CDEP representatives were here they could tell you that from their perspective, CDEP participants are unemployed.

The dual focus on development versus intervention is critical. I keep making that point because I think it is very important. One issue I am very critical of, and have been for some time, has been government’s service delivery—it’s all from a project mantra. Projects are great because the financier controls the project, the timing, the outcome, and also controls the credibility and the sustainability of the organisations that get the money. I work with an organisation at the moment and they spend most of their time chasing next year’s money, not doing what they are supposed to do because of the uncertainty that is derived from that. In terms of capacity, they’re the sorts of things to look at. We need to look at what these initiatives are doing. We are pitting remote versus non-remote and we must be careful about those issues. It’s a real issue emerging between Aboriginal communities at the moment, between north and south. It’s going on behind the scenes, but the debate is going on. And no-one wants to do that, no-one in the south wants to deny someone in the north for the relative needs they have, because they do have those needs, but with a finite amount of resources that debate will happen. And it causes dissension.

If we are going to have sustainable development, we need to focus on people-centred money, or ‘hot money’. International development discussions talk about hot and cold money. Cold money is focused on infrastructure and services. Hot money is focused on people. It’s about increasing the capacity of people to sustain those services and carry on when the government leaves, or
when the project leaves. That debate is not happening here at the moment. It
takes a lot of time to heat that money up and make it hot. Just moving on to the
large scale collections we are focused on here, and the aggregate data. You have
to be careful with those. In terms of methodology we do not lose sight of the
indicator of predictors of change, both positive and negative. A bad experience
can inform as much as a good experience can at times. You cannot lose sight of
that. You cannot lose sight of the detail itself. Usefulness can be the causality of
aggregation.

From a policy point of view, the first question I ask when I receive a statistical
report or a research report from a research forum is, does it confirm my gut
feeling? Does it confirm the observations? If it does, great. If it does not, it is
important go through the data and try to talk to someone about it. Try to get a
feel for policy makers who have 101 things to focus on, most of which in today’s
environment is what the Minister wants, not what the public servants want. They
work for the government, not for the client.

The 2002 NATSISS survey cannot be used in isolation. It needs to be coupled
with case studies and with longitudinal studies, and that is what we are missing
at the moment. They should inform each other. The real problem here is issue
identification within the extant constraints, be they financial, political or other
constraints between governments.

I would like to see a study on the transaction costs between governments in
Indigenous affairs. You would find it’s enormous. Something I’m sure no Senate
would want to embark on, but it is important.

The role of a research forum like this, noting that putting data up that
embarrasses people or puts you on the spot will cause you pain, is to keep the
bastards honest. It’s also about remaining objective. Another measure is utility:
What policy has changed or been affected by these studies? I think in terms of
looking at the usefulness for what you are doing in the future. If policy-makers
are ignoring it, then we can have good press releases and we can have good
conferences, but not a lot changes. But it’s still important to keep doing the
work, keep the flame alive.

The issue for Aboriginal people today is a day-to-day survival issue. Some of
the studies will show that in reality when working at a community level and
working with people, it is a day-to-day survival issue. We cannot lose sight of
that, and the impact of government policy on that.

**Tom Calma**

Thank you, Geoff. Let me also acknowledge all the Ngunnawal peoples of
Canberra today and thank them for allowing us to hold this conference on their
lands.
I have found the conference so far very, very useful. A lot of information has been given. I would like to commend CAEPR for being able to pull it together. Firstly, it allows all presenters to provide scrutiny of their peers, and to be challenged about their analysis of the statistics. The objective of influencing the ABS about how they might construct the next NATSISS is critically important. It is good to note that there are a number of bureaucrats here, although some more senior bureaucrats would have been welcome. Many of the people here are in the chain but they are not the ones who are making the decisions, and are not the ones able to influence the decision makers. So we need to look at ways to be able to engage the most senior of bureaucrats, and the most senior of politicians who make the policy or direct the way policy goes, to participate in forums, or at least be informed by forums of this nature.

I would like to give a plug for a seminar I will be conducting in collaboration with the Productivity Commission and Reconciliation Australia next month. It’s looking at the Productivity Commission’s report *Overcoming Indigenous Disadvantage*. There will be a number of Indigenous speakers in a similar forum to this, looking at it a bit more from a policy perspective and also the engagement of many Indigenous people who are able to give their perspective on various elements of the report. I would welcome you there if you have the opportunity.

From my perspective, both as the Aboriginal and Torres Strait Islander Social Justice Commissioner and previously in bureaucracy, I have found NATSISS to be a useful tool, but not as useful as other reports that are produced, such as the Health and Welfare Survey, CHINS, and the various reports the Productivity Commission puts out. What is most important, and what I find of most value to many of us who are not statisticians or involved in high level research, are the reports from academics from all institutions who are able to do that analysis and are able to provide us with data that we can understand and get a handle on.

While saying that, while the data is useful, it is only one element of trying to address the situation of Indigenous peoples. It was interesting to hear one of the speakers this morning talk about housing. It is often through practical reconciliation trying to look at equity between Indigenous and non-Indigenous people that issues can be addressed. We look at housing as a typical example, where Indigenous people are so far behind in home ownership, either outright ownership or in the purchase of homes. But let’s take it back a step—it’s only 40 years since we were formally recognised and able to get wages, so we have a lot of catch-up to do. It was only 40 years ago that we got a whole lot of rights that we previously did not have. So, to be able to compare the Indigenous to the non-Indigenous population, and where we are at, is sometimes misleading.

It is also equally a problem when you look at statistics. For the policy developers here, the analysis of the statistics is an analysis of people and their lives and most often they are in fact, never acceptable or show positive improvement. But
to be able to develop policies to address situations and to expect overnight outcomes is unrealistic. So we have to look at longitudinal studies. Geoff mentioned, and I fully support the idea of longitudinal studies and specific case studies, and I will talk about that a bit more. But just listening to some of the speakers this morning, it became evident that we need to do more to coordinate some of the numerous surveys that are undertaken nationally by different institutions, because from the user’s end of it, it is difficult to know which is the best or most accurate interpretation of the situation of Indigenous Australians.

The danger is people can pick up just one report and focus on one element of information and expect to develop a policy. But while that is not good practice, it is nowhere near as dangerous as a Minister or Prime Minister visiting a community and somebody putting up their hand and saying, ‘I would like to own a house’, so we get a new policy on home ownership. It’s these knee jerk reactions that I think are dangerous for Indigenous people and our advancement, because what is really required from our perspective is to be fully and meaningfully engaged in any process that involves us, and any policies that are being developed that affect us. And that engagement has to be done from the perspective of knowing precisely what the engagement is going to mean and how it is being influenced. Because, to have any sustainable outcome we need to have full engagement, and Larissa and Geoff both talked about this.

I mentioned the longitudinal surveys and case studies which are important. For example, the report on Wadeye recently done by John Taylor was very good, and one would think that should have been embraced by the government as saying that these are the facts, let’s get on and deal with them. But it was not necessarily embraced at all—it actually had a negative effect.

We are still waiting on the lessons learnt from the COAG trials. When we consider that the whole of the new arrangements for Indigenous affairs are predicated on the lessons we have learnt from the COAG trials, one would suspect we should have had some document outlining what those good lessons were. But we have not. Unless we get data that is useful and able to be translated into policy that becomes useful, we do not achieve very much. We have sad situations. Palm Island, for example: we all know what’s happened on Palm Island, and the investment that has gone into Palm Island, Muitjulu, the AP Lands, you can go all over the country. Who gets the blame at the end of the day for the lack of advancement? Indigenous people, it’s all our fault. When really it’s government policy and we are only reacting and surviving through that.

I thought I would ask my Indigenous colleagues here to raise their hand if you have ever participated in a NATSISS survey. We’ve got two, because I did too. That was the one last year. It was interesting, and this is a bit of a reflection on how accurate are the statistics when we have two out of 30 Indigenous people
here who have participated. I heard one in 30 nationally earlier, so maybe that’s a good stat.

When we look at Canberra, for example, my situation was interesting. At the time of completing the survey, I had just returned from overseas and this is interesting because mobility statistics is one of the lines of questioning and it indicates that Indigenous peoples are mobile. I must say the NATSISS survey is complicated. The interviewer said it will only take you 20 or 30 minutes, but 1½ hours later I was still going, and still trying to work it out. The questions are complicated and they’re multi-dimensional. You think you are going down one track, and then it changes.

It was interesting because for statistical purposes I had just come back from Vietnam, I’d been in temporary accommodation, and by the time I was surveyed I had moved back into my house. I had lived in three locations in the past 12 months. I was fully mobile. So those statistics are sometimes questionable. I think just listening to what was indicated earlier today, there needs to be some consistency in questions asked of people living in urban areas versus those in rural remote areas. But because the form is complicated, the real challenge is making sure that the surveyors are skilled to be able to undertake the surveys in a way that is going to be able to elicit the right kinds of answers. What is also important is to make sure there is consistency across all the surveyors because if there is not, the outcomes will be different because the ways you present those questions will determine how the survey may be influenced. One question it would be interesting to know the answer to, and I don’t know whether it’s asked, is whether anyone has been surveyed previously. The question is whether the survey is hitting the same people each time, or different people.

In relation to the training of the surveyors, I think it’s going to be important. I had a question in relation to what I think is a good initiative: the six Indigenous ABS officers who are placed around the country. From my perspective, they would have a good role as an ongoing promotion tool out into the communities and in bureaucracies to be able to get people to understand what the surveys are about. Why that is important, and some may remember this, is that in the late 70s/early 80s we had the Electoral Education Officers, who were itinerant officers, who floated around the country and the Australian Electoral Commission engaged them to promote the electoral system. These people could take on a similar role. There is also a role to start educating the community, and I will touch on this more in my session tomorrow on rights. But it is in relation to prior and informed consent. Do not wait until a month or so before the survey to tell people that you are going to do it. Use it as a process to educate the community well and truly before the event.

Where to in the future? I would like to propose something radical like a triennial Indigenous survey. You might say every six years is bad enough, what are you
going to do every three years? I think there is value in it because it is very important to have information that will influence policy makers. I think OIPC has a phenomenal challenge because their job is now to be able to coordinate and inform Indigenous policy. From what basis, I might ask? From the 2002 NATSISS statistics? We do not have any other benchmarks, as they are the benchmarks. A lot has happened in the last couple of years. The economy has turned around. It has gone up, it has gone down. For example, we are seeing many more mining interests engaging people out in communities. If we are going to get some benchmarks, if we are going to determine if there has been an improvement in the life and circumstances of Aboriginal people, we need to have those benchmarks established.

I am sure the ABS is saying it is too hard. One of the solutions may very well be to have a survey that targets remote communities. We have between 1200 and 1300 discrete Indigenous communities. A majority of them are serviced through CDEP. It could very easily be arranged, through the whole-of-government arrangement with DEWR, to engage some of the CEDP workers, train them up, and have them conduct the survey. By the time the second survey comes around in six years time, firstly we will have a benchmark. Larissa and Geoff both talked about governments now saying that a lot of the effort needs to go out into remote communities where the need is greatest—though I’d argue against that. That’s one way of doing it, through CDEP, to push it through.

I wanted to mention briefly the issue of needs: needs-based priority or allocation of funding. It is often a misnomer to say ‘where the need is greatest’. Statistically it may very well be greatest for those who are most impoverished, those without employment. For policy makers, they also need to consider Aboriginal people, be they in the city or remote areas, who have some capacity to be able to advance. Education is probably the best area to look at. Instead of directing all the programs down to those with the lowest educational capacity, some of our programs need to be directed towards Indigenous people who have some capacity, who are coping. They may be in a gifted program. Those people who are coping, who are in gifted programs, in my view suffer because there is no support for them, it all goes down the other way. Indigenous people have a double whammy. We are expected to be able to find full employment, buy a house—and educate our kids. The moment we start to get anywhere near a decent salary we are penalised because we suddenly lose access to tuition support, study allowance for students and so forth. Often the statistics are distorted because there are many Indigenous kids now who are leaving specific programs like ABSTUDY and going on to Youth Allowance because it is easier to get and you do not have to go through half the hassle you have to do to get Indigenous programs.
QUESTIONS

Boyd Hunter

I have a comment for Larissa, supporting your last comment about declining public sector employment. I have been working on a conference presentation for the Conference of Economists next month, where I will have the pleasure of sitting opposite Helen Hughes. I was looking at the statistics for the change in public sector employment without CDEP over time. There has been a very strong decrease for Indigenous employment for the whole of Australia. It has actually fallen as CDEP employment has increased. There seems to be a greater fall for Indigenous public sector employment than for the rest of Australia. The Public Service Commission’s State of the Service report more or less confirms this, with Indigenous employment in the Australian public sector declining consistently since 1999.

Murray Geddes

You indicated there is a major mismatch between the scale of data and information collections and the current focus of policy on the local level—local level variable area agreements and so on. Would you like to explore how we might build that in? For example, a capacity building, evaluation and data component. Though I guess you would expect that those components, if that what was built in, would need to be managed other than by the program managers, who have a vested interest in not getting uncomfortable information. Would you like to comment on some of the explorations, even if you are really not trying to reconstruct ATSIC regional structures in the process.

Geoff Scott

I do not have a direct answer for you. The process employed when ATSIC was in place, was the Office of Evaluation of Audit. That was a useful process because the people had a very positive focus. I have not seen any sort of measure of evaluation of the COAG trials or SRAs today, and that is a worry. It is one of the things that we are trying to give advice to communities on. At this stage, the dearth of information about SRAs is one of the major inhibitors. I do not think even the Human Rights Commission can get access to the data

Jon Altman

I might just make a comment on behalf of John Taylor. The work he is doing in Wadeye involves working with local data collectors. I think there really is opportunity and obligation on researchers who work in Indigenous communities to facilitate the enhancement of the capacity of local people through local organisations to collect data. It is a cliché to say information is power, but if you are going to start getting into SRAs you certainly want three sources of
information. You want the community information, the government information, and the independent information, I think that in reviewing any SRAs or COAG trials you need to have that tripartite approach. The issue I think we have all been negligent about, and Geoff has mentioned this frequently in the past and again today, is that we have not really built community capacity for data collection for development purposes. But some places have done it, as Larissa mentioned. Some regions have that capacity and they succeed, so we have the evidence that it works—what we need to do is invest in that capacity. That can sit alongside national surveys, regional surveys, and other data collection exercises but certainly that capacity is needed at the community level. Having said all that, defining communities and regions is difficult. I was quite comfortable with 60 regions once upon a time, then it became 36 regions. Now regions are going to become increasing flexible, and that is going to very hard in relation to historical data. How do these regions or communities fit in with census or ABS geography?

Paul Howarth

A couple of observations, and then a question. The first observation is picking up on something Tom said. The more intensive the condition, the more frequent the observation. If you think about someone who is in intensive care, a lot of time and effort and resources go into keeping track, as regularly as possible, of the situation they are in. There is no more intense policy than the Indigenous situation at the moment and I think it justifies the resources.

Secondly, I am thinking about the two data sets that have been the focus today: the 2002 NATSISS and census information. One of the issues that we come across is the lack of a nationally consistent approach to the way in which national data is used and interpreted. What is a household from an Indigenous perspective? What is a community? Making sure that these definitions are less nebulous would go a long way to help passing on the information to government departments, particularly making sure the data is reasonably objective, which is one of the things we struggle with often.

My third point relates to the methodology of the two main surveys discussed today. One is around the concept that we apply those surveys in the individual household levels. One of the things that we have thought about with some of our policy work in the past is the idea of a survey that can be administered to understand communities from the point of view of isolating and accounting factors of capacity, governance and service provision in a nationally consistent way. I suppose that CHINS does this to a certain degree, and there are aspects of data collection that do this too. We often find it’s an important aspect of trying to work out what are the variables, what are the influences.
While geography is one powerful variable, we find that community capacity is also a very powerful variable. I am wondering whether or not there is an idea of consensus around the need for that type of collection to happen as well.

Geoff Scott

Through the Australian Collaboration Foundation, New South Wales Aboriginal Land Council plus other groups around Australia, including Reconciliation Australia, we are looking at that very question.

There has been a predominant assumption that governance is the problem. If you take this view, I think you have jumped two steps down the track instead of trying to identify the issue. Very often it depends what you define as governance, it depends who you spoke to last. At the moment, the capacity of communities is a major determining factor.

Stability of community structures and their organisation is an important issue, particularly whether their structures are community-based in reality. I am currently trying to investigate these issues in terms of identifying organisations around the country that have been succeeding, explore the reasons why they are successful, and look at what governance actually means. Governance is a much bandied cliché at the moment which just serves to confuse people and does not contribute to the debate at all.

Part of the methodology there is how you define success, and from whose perspective—whether it is from the perspective of the financier of the organisation, the client base, and of the peers, and all those issues as well. We are trying to get some definitions that can be useful and comparable. Comparability of data is one of the major problems. The Productivity Commission reports in previous years had a table which identified the comparative data across the country in the different program areas but I notice that it was not in this report.

Peter Radoll

I have a question for Tom in regard to education. You hinted that education may be one key to advancing our communities and you touched on a great subject of what do you do with gifted Aboriginal children. That gave me time to reflect on my time at the Indigenous Education Consultative Body here in the ACT, where we did have some very gifted children. These children are considered gifted from the mainstream perspective. Not only do these kids have to outperform their own cohort or the other Aboriginal and Torres Strait Islander kids in the ACT, but they also have to outperform all the kids in the ACT. To get funding for those children who are probably the most potential leaders at the national level at least, to get funding to assist those, well...you cannot. There is no way to actually get those children any sort of a leg-up, or for the families
as well. For a child who finds it difficult to read in kindergarten, you can get a whole lot of resources. How do we address that?

Tom Calma

That is the point of my comment. The policy makers need to influence the Minister to consider investing in that level because we will never get the number of Indigenous people getting through to tertiary studies, getting into the professional level, if we do not start helping those who are capable to go through as well. There still needs to be effort put into those who have the greatest need. But there also needs to be some consideration given to those who have the capacity if we are going to facilitate the process of advancement of Indigenous Australians. Part of the problem is that, even though there are mechanisms in place to coordinate activities, agencies are still operating very independently. There is still a lot of room to be able to work a lot more collegially in approaching these issues.

Larissa Behrendt

I would like to add one thing to that. I think that question goes to the heart of what is really difficult about policy in relation to education, what is really difficult about policy in relation to improving socioeconomic statistics in Indigenous communities, and what is difficult about Indigenous governance.

When we do find instances where community organisations succeed, one of the key factors that seems to be replicated in each of the case studies is the fact that those community organisations have an individual in them who drives that organisation. Where we see regional councils being successful compared to other regional councils, it is usually because of the calibre of the regional council chair, so this success is driven by an individual. It is one of the real difficulties in terms of a holistic approach to improving the socioeconomic conditions of Indigenous communities.

We tear our hair out trying to come up with a formula as to how to improve the socioeconomic conditions of Indigenous families. What we see, particularly through our connections with the university sector, is that when you have an individual person graduate with a tertiary degree, there’s an Indigenous family that is never going to live in poverty again. They’ve got the capacity to earn an income and they introduce a culture of learning into their family which will be disseminated through the generations.

It’s really hard to make policies to say that every time we set up a community organisation or structure or a governance system we need to have an individual of exceptional capacity who can drive it. It does go to show that one of the really big challenges is actually focusing on the ability to be able to develop that capacity in the individuals where they arise. That is why the leadership programs
that we see building up across the country are really a key mechanism in doing that, particularly when they have a large outreach into a wide variety of communities. These programs need to bring people in to get the leadership skills they need, as well as the intellectual and emotional support they need, to carry those enormous burdens when they go back into their communities.
14. Education and training: the 2002 NATSISS

R.G. (Jerry) Schwab

The impetus for the first national survey of the Indigenous population, the National Aboriginal and Torres Strait Islander Survey (1994), was the 1991 Royal Commission into Aboriginal Deaths in Custody. This Royal Commission highlighted the lack of a reliable statistical baseline from which to assess the experience of Indigenous Australians (Commonwealth of Australia 1991). The survey followed on the heels of two major policy documents, the Commonwealth Government’s Aboriginal Employment Development Policy (AEDP) and the Aboriginal Education Policy (AEP), both of which called for coordinated baseline data and improved education and training outcomes. The results of the 1994 NATSIS were dissected and analysed in a special workshop held at the Australian National University in 1996 (Altman & Taylor 1996b). Included in the volume of papers from that workshop were specific analyses of the education (Schwab 1996) and training (Daly 1996) components of the survey and findings. This paper picks up the thread of those two earlier critiques in a review of the education and training questions and results of the 2002 NATSISS.

This paper has three principal aims. Firstly, it sets out to contrast the 1994 and 2002 surveys with regard to focus and content related to Indigenous education and training. Specifically, the paper explores what sorts of questions were asked and data collected in 1994 that were not collected in 2002 and, conversely, what new questions and data emerge in the more recent survey. Secondly, the paper summarises the key education and training findings of the 2002 NATSISS. Finally, the paper attempts to assess the value of the education and training components of any future NATSISS and ask, ‘Is it really worth all the trouble’?

1994 NATSIS and 2002 NATSISS: what has been lost and gained?

The 2002 survey is far less ambitious than its predecessor in the areas of education and training. The questions asked of respondents are fewer and consequently the volume of data collected has been reduced. The education and training components of the two surveys are compared in Table 14.1. Specifically, the most recent survey no longer collects data on school participation, where the 1994 survey asked questions about the participation of both preschool and school age children. The earlier survey collected data on parental attitudes and experiences: asking whether parents were happy with the education their children received (and if not, why not); did they feel welcome in the school;
were they involved in educational decision making at the school; and would they have preferred their children attend an Indigenous community-controlled school. Those questions were eliminated from the 2002 NATSISS. The earlier survey included a series of questions, the answers to which could provide a glimpse of the classroom experience of Indigenous students. It asked whether or not Aboriginal and Torres Strait Islander culture and language were taught in school and whether or not children had Indigenous teachers, education workers or community members in their classrooms. Those questions have also been cut from the most recent survey. While the 1994 survey explored the difficulties and barriers to further study, no such questions appeared in the more recent survey and no data were collected on the distance individuals must travel to access educational institutions.

Table 14.1. Comparison of education and training data collected in NATSIS (1994) and NATSISS (2002)

<table>
<thead>
<tr>
<th>Data collected in survey (denoted by*)</th>
<th>NATSIS (1994)</th>
<th>NATSISS (2002)</th>
</tr>
</thead>
<tbody>
<tr>
<td>School participation (preschool and primary/secondary)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Parental attitudes to schooling</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Characteristics of schooling</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Highest level of schooling</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Main reason for leaving school</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Post-school qualifications</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Level and type of post-school study</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Type of educational institution currently attending</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Details of recent training</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Difficulty/barriers in further study or training</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Distance to educational institution</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

The 2002 survey is consistent with the 1994 version in asking about the highest level of schooling individuals achieved, post-school qualifications, the level and type of post-school study and the type of education institution currently attending. There are, however, some entirely new questions in the 2002 NATSISS that provide additional insight into the experience of education and training for Indigenous people. A particularly useful question asked respondents to indicate the main reason for leaving school (see Table 14.3 below). In addition, individuals are asked to provide more detail in 2002 about the training they received. For example, individuals were asked if their training was provided as part of their participation in the CDEP scheme. Overall, the quantity of information gathered in 2002 is less than in 1994. More has been lost than has been gained, a point I will return to later.
Table 14.2. Indigenous persons aged 15 years or over, selected education characteristics, Australia, 1994 and 2002

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has a non-school qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor degree or above *</td>
<td>1.2</td>
<td>3.3</td>
</tr>
<tr>
<td>Certificate or diploma *</td>
<td>10.6</td>
<td>21.6</td>
</tr>
<tr>
<td>Total with non-school qualification</td>
<td>11.8</td>
<td>24.9</td>
</tr>
<tr>
<td>Does not have a non-school qualification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed Year 12 *</td>
<td>6.8</td>
<td>9.9</td>
</tr>
<tr>
<td>Completed Year 10 or Year 11</td>
<td>26.9</td>
<td>28.8</td>
</tr>
<tr>
<td>Completed Year 9 or below *</td>
<td>43.0</td>
<td>35.2</td>
</tr>
<tr>
<td>Total with no non-school qualification</td>
<td>76.7</td>
<td>73.9</td>
</tr>
</tbody>
</table>

a. Statistically significant at the 5 % level

Source: ABS (2004c: Table 6)

2002 NATSISS: an overview of findings about education and training

Table 14.2 compares qualification and highest year of school completed, drawing on the results of the 1994 and 2002 surveys. Overall, the data suggest gains (essentially a doubling) in non-school qualifications at both the degree or above level and the certificate/diploma level over eight years. Less dramatic—but significant nonetheless—is the increase in individuals who report they have no non-school qualification, yet they have completed Year 12. Those figures increased from 6.8 to 9.9 per cent between 1994 and 2002. Interestingly, the 2002 figure is well below the 2001 Census figure of 17 per cent (non-Indigenous Australians reported about double that rate).
**Table 14.3. Indigenous persons aged 15 years or over, main reason left school by remoteness, Australia, 2002**

<table>
<thead>
<tr>
<th>Main reason left school</th>
<th>Non-remote female</th>
<th>Non-remote male</th>
<th>Remote female</th>
<th>Remote Male</th>
<th>Significance test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>male&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Year 12 or equivalent not available</td>
<td>0.6</td>
<td>1.5</td>
<td>7.5</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>Got/wanted a job/apprenticeship</td>
<td>14.5</td>
<td>17.5</td>
<td>15.7</td>
<td>15.8</td>
<td></td>
</tr>
<tr>
<td>Other work-related reason</td>
<td>3.0</td>
<td>1.9</td>
<td>1.9</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>Feel had done enough</td>
<td>3.6</td>
<td>9.0</td>
<td>9.5</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>Did not do well</td>
<td>8.7</td>
<td>16.3</td>
<td>7.0</td>
<td>3.4</td>
<td>male&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Did not like school</td>
<td>28.3</td>
<td>24.2</td>
<td>24.7</td>
<td>30.9</td>
<td></td>
</tr>
<tr>
<td>Other school-related reason</td>
<td>10.0</td>
<td>13.9</td>
<td>8.6</td>
<td>9.7</td>
<td></td>
</tr>
<tr>
<td>Personal/family reason</td>
<td>25.8</td>
<td>11.5</td>
<td>20.7</td>
<td>8.4</td>
<td>non-remote&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other reason</td>
<td>5.6</td>
<td>4.3</td>
<td>4.3</td>
<td>5.9</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> The difference between male and female respondents is statistically significant.

<sup>b</sup> The difference between remote and non-remote respondents is statistically significant.

Source: Customised cross-tabulations from the 2002 NATSISS

Table 14.3 summarises the findings of a new question. It was asked of people who had not completed Year 12 and who were not, at the time of the survey, currently at secondary school, and it asked the main reason they left school. The table shows the responses from the 2002 NATSISS according to remoteness and sex. There is a great deal of interesting information in the table but I would like to highlight four points. First, the most common reason people gave for leaving school was that they did not like it. The rate was highest among remote males and non-remote females, at about 30 per cent. While one would expect to find some number of students in the general Australian population who left school because they simply did not like it, it is troubling that the proportion is so high among Indigenous people who already attend school at a lower rate than other Australians. Secondly, the survey shows that many people in remote areas (especially males) left because Year 12 was not available in their community. Thirdly, the responses show that in general terms, females were more likely to leave for personal/family reasons. This finding is slightly higher for non-remote females but in both remote and non-remote settings, females were more than twice as likely as males to have left school for that reason. Finally, the survey showed that between 14.5 and 17.5 per cent left school because they ‘got/wanted a job/apprenticeship’. Unfortunately, the question was poorly worded and confounds the responses of those who actually left school because they got a job or apprenticeship with those who left because they hoped for such an
outcome. Obviously, in terms of policy, there is a big difference between getting a job and wanting one.

Table 14.4. Unemployed Indigenous persons aged 15 years or over, main difficulty finding work by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>Main difficulty finding work</th>
<th>Remote %</th>
<th>Non-remote %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport problems/distance *</td>
<td>8.6</td>
<td>15.9</td>
</tr>
<tr>
<td>No jobs at all *</td>
<td>29.4</td>
<td>8.2</td>
</tr>
<tr>
<td>No jobs in local area or line of work *</td>
<td>18.3</td>
<td>10.5</td>
</tr>
<tr>
<td>Insufficient education, training or skills *</td>
<td>13.4</td>
<td>27.9</td>
</tr>
<tr>
<td>Own ill health or disability</td>
<td>3.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Racial discrimination</td>
<td>0.7</td>
<td>2.4</td>
</tr>
<tr>
<td>Age</td>
<td>3.1</td>
<td>6.8</td>
</tr>
<tr>
<td>Other</td>
<td>10.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Total with difficulties</td>
<td>87.8</td>
<td>90.9</td>
</tr>
<tr>
<td>No difficulties reported</td>
<td>8.6</td>
<td>6.1</td>
</tr>
</tbody>
</table>

a. The difference between remote and non-remote respondents is statistically significant at the 5 % level.
Source: Customised cross-tabulations from the 2002 NATSISS

Table 14.4 depicts respondents’ perceptions of their main difficulty in finding work with a breakdown contrasting remote and non-remote people. Again, there is some useful data that emerges from the question. Transport problems to reach distant work sites was a more significant problem for people in non-remote areas, with nearly 16 per cent reporting this was their main difficulty in finding work. Most people in remote areas cited a lack of jobs over all other reasons as the primary problem in finding work. Nearly 30 per cent of remote respondents said there were no jobs at all and another 18 per cent said there were no jobs in the local area or in their line of work. This rate was significantly higher than among non-remote people, for whom a lack of education and training was the primary problem.

Table 14.5. Indigenous persons aged 15 years or over, whether attended vocational training, by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>Vocational training (in last 12 months)</th>
<th>Non-remote female %</th>
<th>Non-remote male %</th>
<th>Remote female %</th>
<th>Remote male %</th>
<th>Significance test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attended</td>
<td>26.6</td>
<td>34.1</td>
<td>16.7</td>
<td>23.4</td>
<td>non-remote a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>remote a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>female b</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>male b</td>
</tr>
<tr>
<td>Did not attend</td>
<td>73.4</td>
<td>65.9</td>
<td>83.3</td>
<td>76.6</td>
<td>non-remote a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>remote a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>female b</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>male b</td>
</tr>
</tbody>
</table>

a. The difference between male and female respondents is statistically significant.
b. The difference between remote and non-remote respondents is statistically significant.
Source: Customised cross-tabulations from the 2002 NATSISS
Obviously, the lack of education and training is a critical problem, particularly among non-remote people. Table 14.5 provides a closer look at people’s experiences with vocational training, focusing on people in non-remote and remote areas who attended vocational training of some sort in the previous 12 months. Overall, the data show that men in both remote and non-remote areas were more likely to attend training than women, and people living in non-remote areas were more likely to attend training than those in remote areas. Higher attendance in vocational training in non-remote areas is coupled with the strong perception that individuals in non-remote areas lack the necessary education and training or skills. One might ask whether there is a gap between the training offered and the training needed, but the data do not provide evidence to answer this question.

It is often said with a large degree of sarcasm by both Indigenous and non-Indigenous people that Indigenous Australians are the most highly trained workforce in the country, yet that training rarely leads to jobs. Nevertheless—as Table 14.6 shows—when asked, people overwhelmingly affirm that their training experiences are useful. More than four out of five remote and non-remote males and females indicated they have used their training. It is worth noting, as well, that the question asked was not a vague question like ‘was the training useful’, but instead it asked ‘Have you used the information or skills you got from the training’?

Table 14.6. Indigenous persons aged 15 years or over, whether used vocational training, by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>Was training used?</th>
<th>Non-remote male</th>
<th>Non-remote female</th>
<th>Remote male</th>
<th>Remote female</th>
<th>Significance test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used training</td>
<td>82.8 %</td>
<td>86.8 %</td>
<td>92.3 %</td>
<td>86.0 %</td>
<td></td>
</tr>
<tr>
<td>Did not use training</td>
<td>17.2 %</td>
<td>13.2 %</td>
<td>7.7 %</td>
<td>14.0 %</td>
<td></td>
</tr>
</tbody>
</table>

a. The difference between male and female respondents is statistically significant.
b. The difference between remote and non-remote respondents is statistically significant.

Source: Customised cross-tabulations from the 2002 NATSISS

The 2002 survey enables an even closer exploration of the reported value of vocational training. In the survey, people who said they used the training were asked the follow-up question, ‘How was the training used?’ Table 14.7 summarises the responses to that question and shows that the vast majority, again in both non-remote and remote areas, male and female, said they used it ‘for work’. Another 10 per cent or so said they used it ‘to get a job’.

Interestingly, the 1994 NATSIS recorded other responses to questions about the use of training, including ‘for personal growth’ and ‘hobby’. Those options do not appear on the 2002 survey and presumably are subsumed under ‘other’. This streamlining, if that is what accounts for the change, is unfortunate, since
more people cited personal growth as a use in the 1994 survey than ‘to get a job’ (about 30 per cent). It appears that the changes to the 2002 survey provide disappointingly less insight into the myriad reasons people engage in study.

Table 14.7. Indigenous persons aged 15 years or over, how vocational training was used, by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>How training was used</th>
<th>Non-remote male</th>
<th>Non-remote female</th>
<th>Remote male</th>
<th>Remote female</th>
<th>Significance test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used for work</td>
<td>75.5</td>
<td>69.1</td>
<td>74.7</td>
<td>81.4</td>
<td>male&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Used to get a job</td>
<td>12.2</td>
<td>11.3</td>
<td>10.7</td>
<td>8.0</td>
<td></td>
</tr>
<tr>
<td>Used, other</td>
<td>3.5</td>
<td>1.7</td>
<td>3.7</td>
<td>1.4</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> The difference between male and female respondents is statistically significant.
<sup>b</sup> The difference between remote and non-remote respondents is statistically significant.

Source: Customised cross-tabulations from the 2002 NATSISS

The real power in surveys like NATSISS, from my perspective, is the possibility of exploring the patterns of relationships between variables. Table 14.8 cross-tabulates a handful of social characteristics with data on school completion and qualification. The questions that animate the analysis presented in this table, are the following: ‘What is the place of the western-educated person in Indigenous communities?’ ‘Are they different as a result of their western education and, if so, how do they compare to their friends, family and other ‘non-western-educated’ or ‘less-western-educated’ members of their community? The notion of ‘western-educated’ obviously requires some explanation. Firstly, given that there are few—if any—Indigenous individuals in Australia today who have not come in contact with western schools or other education and training institutions, the notion of a ‘western-educated’ individual assumes a continuum of experience and knowledge. Individuals who are ‘western-educated’, as I am using the term, have typically successfully engaged with and reached a recognised level of competency (completion of primary or secondary schooling and/or a qualification) in a government or non-government school or other educational institution. For the purposes of this analysis, I am defining a ‘western-educated person’ as a person towards one end of the continuum: from those with some secondary education through to those who have gained a non-school qualification. These are people who have some degree of facility with English literacy and numeracy, who are recognised by other Indigenous people as having particular skills, and who can thus move with some confidence within the structures and expectations of mainstream institutions.
Table 14.8. Indigenous persons aged 15 years or over, non-school qualification by highest year of school completed by selected characteristics, Australia, 2002

<table>
<thead>
<tr>
<th>Non-school qualification?</th>
<th>No</th>
<th>Yes</th>
<th>Current daily smoker</th>
<th>%</th>
<th>%</th>
<th>%</th>
<th>%</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 9 or below</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57.3</td>
<td>53.2</td>
<td>40.7</td>
</tr>
<tr>
<td>Year 10 or 11</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13.2</td>
<td>15.8</td>
<td>13.4</td>
</tr>
<tr>
<td>Year 12</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.4</td>
<td>32.4</td>
<td>52.7</td>
</tr>
<tr>
<td>Total</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>57.5</td>
<td>36.1</td>
<td>22.7</td>
</tr>
<tr>
<td>Unable to raise $2000 within a week for something important</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>71.6</td>
<td>56.5</td>
<td>40.0</td>
</tr>
<tr>
<td>Cannot, or often has difficulty, getting to the places needed</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16.7</td>
<td>10.4</td>
<td>9.5</td>
</tr>
<tr>
<td>Had undertaken voluntary work in last 12 months</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16.7</td>
<td>23.3</td>
<td>33.1</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 7)

Acknowledging that this analysis is exploratory, note first that the contrasts between those with and those without non-school qualifications are statistically significant for each of these social characteristics. In other words, statistical analysis suggests that individuals in these two categories are different from one another in each of the characteristics. There is a great deal to ponder in these results but space is limited here, so I would simply like to highlight some of the findings and put forth some propositions. Firstly, there is a clear association between smoking and lower educational attainment. Indeed, the proportion of smokers declines as the number of completed years of secondary education increases. If smoking has a social cost (e.g. in economic terms or in terms of an individual’s or a family’s health), then it appears that educated individuals are less likely to suffer those costs as, presumably indirectly, are members of their families.

The next three characteristics in Table 14.8 reveal an association between employment and education. First, relatively lower levels of education correlate with a greater likelihood of employment in CDEP while higher levels of education and non-school qualification are strongly associated with employment outside the CDEP scheme. Similarly, those with the least education are by far the most likely to have withdrawn from the labour force. Education is strongly associated with the ability to alleviate financial stress. When asked if they could raise $2000 within a week for something important, over 70 per cent of respondents who...
had completed only Year 9 or below said they could not. On the other hand, over 60 per cent of individuals with a non-school qualification said they could. Increased levels of education appear to be associated with increased domestic financial agility, in the sense that these people are most likely to be able to raise money at short notice. Similarly, people who are more educated would appear to be better placed to draw on whatever resources they must to get to places they need to reach. For example, only about 8 per cent of people with non-school qualifications said they cannot or often have difficulty getting to places they need to go, while double that proportion of individuals who had attained education at Year 9 or below had such difficulties.

Finally, and most intriguingly, there appears to be a strong association between education and undertaking voluntary work. In the context of the survey, the notion of voluntary work appears in a question about volunteering work for a range of different organisations, not in caring for family or other such ‘voluntary work’. While only about 17 per cent of individuals with education levels at Year 9 or below engaged in voluntary work, 42 per cent of individuals with non-school qualifications did so. While this result deserves more analysis than is possible here, one could interpret this to mean that people who have invested in education—who, as economists might say, are engaged in ‘human capital acquisition’—have an increased tendency to re-invest in their communities through voluntary work. That proposition is interesting, in that it flies in the face of the often-stated perception that as Indigenous people gain education (and income) they are in increased danger of disconnecting from the Indigenous community. Such are some of the important questions the NATSISS raises and might allow us to answer or at least explore.

NATSISS, education and training beyond 2002: is it worth the trouble?

Unlike 1994, today we have mountains of increasingly good data depicting the experience of Indigenous Australians with education and training. For example, relevant data are collected by:

- the Commonwealth Department of Education, Science and Training (DEST)
- the Ministerial Council on Education, Employment, Training and Youth Affairs (MCEETYA)
- the Commonwealth Department of Employment and Workplace Relations (DEWR)
- the National Centre for Vocational Education Research (NCVER)
- the Australian Council for Education Research (ACER), and
- all the various States and Territories.

Many of these are administrative data sets useful in assessing and monitoring the delivery and outcomes of programs. The DEST data are particularly detailed,
with omnibus statistics now assembled annually in the National Report to Parliament. While there are always issues about access and data quality, there is currently more education and training data available today than ever before.

Data are generally of higher quality now, and some agencies and departments appear to be opening up and welcoming collaboration and analysis in ways that were in the past inconceivable. But in regard to NATSISS, some important data have been lost in streamlining the education and training questions. Much of what we now have in NATSISS (and presumably will get again in 2008) is identical to what we can get from DEST or NCVER on an annual basis.

Comparing the 1994 NATSIS with the 2002 NATSISS, it appears the focus has shifted and the education and training components of the survey seem to favour easy questions over difficult ones. What was lost was the attempt to acquire a range of attitudinal data. It should be noted that many of these questions were included in the 1994 survey at the request of Indigenous people who were concerned with a range of important social justice and cultural issues. These questions included things like, ‘Are you happy with your child’s education? Has your child been taught Indigenous studies or an Indigenous language? Do they have an Indigenous teacher? Do you feel welcome in your child’s school? Are you involved in decision making at the school? Would you prefer a community-controlled school?’. From one perspective these are all, one could argue, questions which are politically unsavoury. They highlight what the education system is (or is not) providing Indigenous families while the 2002 questions focus on what may be the outcome of that provision: the level of participation. Yet, without insight into the former, it is too easy to blame the Indigenous families for low levels of participation.

One must acknowledge that the attitudinal questions did not work well in 1994 and I was one who criticised the questions and the data they yielded (Schwab 1996). Yet I’m sorry to see the baby tossed out with the bathwater and I would hope the ABS will have another look at how to get at those important aspects of the Indigenous experience. When the most common reason given for leaving school is ‘I didn’t like school’, it seems we should be redoubling our efforts to understand why. And perhaps we should be asking more about the experience of school and not just about patterns of participation.

Even in its pared down form, the 2002 NATSISS provides a rich data set that enables an exploration of the linkages among a broad range of variables that simply are not available in other surveys. It is in that way that the survey is such a powerful tool. While education and training data are increasingly accessible from a wide range of sources, there is no other robust data set that enables researchers to explore, for example, how education might relate to health, or training to internet use, or non-school qualification to arrest. NATSISS is—and should be—much more than a device to track outcomes. There are enough of
those sorts of data sets already. It should, rather, assist movement beyond the ‘what’ questions to the more difficult and ultimately important ‘why’ questions. It should be a tool for helping researchers, policy makers and communities explore what we can and should do to address the needs of Australia’s most disadvantaged citizens. In that way, it would be worth the trouble.
15. Indigenous Australians and transport—what can the NATSISS tell us?¹

Sarah Holcombe

The 2002 NATSISS is the first national survey of Indigenous Australia that includes a transport module and, as such, provides a unique opportunity to examine Indigenous transport needs. The analysis of the transport data in this chapter is approached from an anthropological perspective, comparing this survey data with the ethnographic record. In doing so, I focus primarily on the findings of the remote area NATSISS but I also (as relevant) highlight comparative findings using the data from the non-remote NATSISS and the GSS. My focus reflects the concentration of ethnographic research in remote areas. It also reflects the fact that the issue of adequate transportation is magnified for Indigenous people in these areas because of their low socioeconomic status, the large distances, poor roads and relatively low access to vehicles.

In a short paper such as this, the obvious complexity and multi-dimensional nature of the topic also necessitates a narrowing of the analytic frame. The questions that drive this analysis are: Does the data adequately fix the scale of the issue of transport availability? Do we get a picture of vehicles per capita in remote regions? Can any distinction be drawn between types of vehicles, such as those purchased by government or those purchased privately? Finally, does the data reveal any relationship between transport and equity of access, including by gender?

Although it is far from comprehensive, the ethnographic record on transport in remote Indigenous contexts is rich in local and regional detail. This literature indicates that vehicle access is significantly more restricted in remote areas than the 2002 NATSISS data suggests. While the 2002 NATSISS data offers statistically significant evidence of a divide between remote and non-remote areas in terms of access to a vehicle to drive (of approximately 15%), the ethnographic evidence indicates that this divide is far greater. Recent evidence suggests, however, that transport disadvantage for Indigenous people in non-remote areas in NSW, for instance, is also significant—perhaps more so than is indicated by the 2002 NATSISS (Wadiwel 2005). The ethnographic research for remote areas suggests that the figure for Indigenous access to a vehicle ‘to drive’ may be as low as 5–10 per cent in some areas. According to the NATSISS data, 44.2 per cent of

¹ I would especially like to thank John Taylor and Ben Smith for their editorial insights and Boyd Hunter for his unrelenting humour.
Indigenous people in remote areas have such access. This compares to 85 per cent of the general population. How could these remote area figures be so different? I suggest that cultural factors have played a major role in the interpretation of the question and, thus, the data generated.

The question that elicited this figure in both the 2002 NATSISS remote and non-remote surveys and in the GSS is similar, though the phrasing and contextual information varies. This headline question reads: ‘(Including community vehicles you can drive at any time) is there a car, 4WD or truck that you can drive if you want to?’. This question conflates the issue of access to transport with the availability of a vehicle to drive. In the remote context, one does not imply the other. This confusion of issues sets the tone for the remaining three sets of questions: all modes of transport used in the last two weeks; main reason for not using public transport; and the perceived level of difficulty with transport. The questions could be re-focused and re-sequenced, while several of them are too general to gain meaningful data. The fundamental issue concerns access to transport and this is addressed in the final set of questions: ‘Can you get to places you need to go?’.

I will return to this crucial question. But first, in order to make a prognostic assessment of how the next NATSISS could be improved, the assumptions and issues that the headline question (see above) raises require unpacking. This question assumes that having access to a vehicle ‘to drive if you want to’ indicates ready availability of access and is thus implicitly indicative of a form of vehicle ‘ownership’. Unlike the data produced from this question in the GSS, the results in this remote NATSISS survey give us little indication of vehicle numbers per head of population. This is one of the key areas in which the survey questions impact on the quality of data that is available.

Another significant issue that impacts on the quality of the data is the aggregation of the ARIA classifications ‘remote’ and ‘very remote’ areas. This collapsing of geographic regions in the data compounds the lack of regional data, so that the NATSISS results provide a blunt instrument of comparison. I also note here that the ethnographic data called on is from very remote regions, according to this five-fold classification system, although like the 2002 NATSISS I simply use the term ‘remote’.

The issue of transport is fundamentally tied to Indigenous spatial mobility, which depends on access to a vehicle. A focus on transport, rather than mobility, refers to how people travel, what options they have and how these options are influenced by infrastructural factors, such as availability of access to public transport and socioeconomic factors which impact on private vehicle ownership. Why people travel and how frequently they do so, is addressed in the mobility section of the survey (in the remote survey, this follows the transport module).
There is value in understanding the relationship between the two data sets, as they reflect the broader social dimensions of transport.  

Remote area ethnography of transport

The ethnographic literature on remote area Indigenous vehicle usage examines the social dimensions of vehicles, providing a grounded analysis of this complex issue. Known variously as ‘Toyotas’ or ‘trucks’, vehicles have come to play an essential role in the livelihood practices of remote Indigenous peoples. Research has shown us that vehicles are a necessity, not a luxury, for Indigenous people in remote areas. Research has been undertaken in desert settlements in the Northern Territory and South Australia (Hamilton 1987; Peterson 2000; Stotz 2001; Young 2001; Young & Doohan 1989), the Western Desert (Holcombe 2004; Lawrence 1991; Myers 1989), Arnhem Land, (Altman & Hinkson 2005; Fogarty 2005; Gerrard 1989), the Kimberley in Western Australia (Kolig 1989) and Cape York in Queensland (Smith 2000a, 2004). The tyranny of distance is sharply drawn in this literature.

Settlement decentralisation was actively encouraged in the early 1970s across Central and Northern Australia, occurring during the same period as citizenship rights and social service benefits, enabling Indigenous Australians to purchase vehicles for the first time. This policy shift from assimilation also saw the establishment of various federal funding regimes to assist in purchasing vehicles to enable this ‘homelands movement’ to occur (Cane & Stanley 1985; Coombs, Dexter & Hiatt 1982; Nathan & Japangka 1983). As Stotz noted ‘it was only the Toyota that could actually replace the loss of mobility people had suffered since they were institutionalised [from] the late 1940s’ (2001: 227). Without access to a reliable vehicle, people cannot now reside on homelands or in outstations, which limits their participation in customary economy and land management activities. ‘Looking after country’, ceremonially and through foraging, fire regimes and other land use and management activities, requires living on country, and today people will say this is not possible without access to a vehicle (Payne 1984; Young 2001: 38). This is more apparent in desert regions than in tropical and sub-tropical regions, due to environmental constraints.

During the 1990s there was considerable criticism about government expenditure on such vehicles for homelands or outstations (documented in Altman 1996; Altman 1999; Cooke 1994) and a resultant limitation on funding vehicles for mobility purposes (Smith 2004). The vehicles now purchased via government funds tend to be driven only for specific purposes, such as aged care support

---

2 The Royal Commission into Aboriginal Deaths in Custody emphasised the importance of mobility, and thus access to transport, as an Indigenous mechanism for social control. The report noted that ‘the option to resolve conflicts by simply moving away was one of the deepest and most significant freedoms of Aboriginal society’ and that this ‘practice remains important in urban and rural as well as remote areas’ (Commonwealth of Australia 1991: 104).
or community policing (‘night patrol’).  They are not freely available for general purposes, such as visiting the nearest service centre, for shopping, banking etc. Such vehicles also tend to be monopolised by certain individuals and are not shared across the settlement ‘community’. Perhaps as a result, one hears anecdotally that privately purchased vehicles are becoming more common. The focus on private and ‘community-owned’ vehicles also underlines the lack of public transport options in very remote regions. There remains a dearth of data about the forms and costs of public transport availability, such as charter aircraft, commercial buses, etc.

The anthropological literature is unambiguous on the issue of vehicle availability: vehicles are a scarce resource, with severely limited access to vehicles common for significant proportions of the remote Indigenous population. In the late 1980s, Gerrard observed a ‘chronic shortage’ of vehicles in the Arnhem Land settlement of Maningrida where there were ‘roughly 60 functioning vehicles at any given time for a population of approximately 800 people’ (Gerrard 1989: 101). Of these, Gerrard estimated one Aboriginal-owned car for every 44 Aboriginal people, a ratio of less than 2 per cent, in broad NATSISS terms, of access to a vehicle ‘to drive’ at any given time. In 2005, fifteen years after Gerrard’s study, Altman and Hinkson (2005) found that for a sub-set of this population in the Maningrida region, there was ‘a ratio of one truck (or 4WD) for up to 30 Kuninjku’. Even though this group is more affluent (in cash terms) than ever before, the community of 300 still shares between only 10 and 20 functioning vehicles at any one time (2005: 6). A similar figure is evident in an ethnographic example from the Tanami Desert, where the family from one outstation (which includes 25 permanent and 25 non-permanent residents) shared a single Toyota Land Cruiser and a tractor (Stotz 2001). In the Central Australian settlement of Papunya in the late 1980s, Myers (1989) found that only a very small percentage of the population had cars. In the mid-1990s Smith found that in the township of Coen, in Cape York Peninsular (which has a majority Indigenous population of approximately 200), 14 ‘community’ and ‘private’ vehicles were available for relatively general access (2000a: 152–3).

There appears to have been only marginal growth in actual vehicle numbers across the 20-year time period in which these studies were conducted. These figures all suggest approximately 5–10 per cent of the Indigenous population having access to a vehicle ‘to drive’ at any given time.

This data clearly raises questions about the veracity of the 2002 NATSISS remote area figure of 44.2 per cent of access to a vehicle to drive. That people in remote areas do not have ready access to a motor vehicle, either as a driver or passenger, is also suggested by the 2002 NATSISS figure of 74.4 per cent of people who

---

3 Night patrol is community policy.
used walking to ‘get around’. This differs very significantly from the non-remote figure of 49.2 per cent of people who walked as a form of transport.

Another consistent theme that emerges in the ethnography, and which is corroborated by the 2002 NATSISS data, is the issue of women’s limited access to vehicles relative to men. Men have more ready access to vehicles to drive, both private and ‘community’. According to Altman and Hinkson, there are no Kuninjku women who drive (2005: 8), though they may be recognised as co-owning a private vehicle with their spouse. The issue of lack of women’s access to vehicles was recognised as a special needs case in the Pitjantjatjara Lands in SA, NT and WA where, with the assistance of the Ngaanyatharra, Pitjantjatjara, Yankunytjatjara Women’s Council (NPYWC), an active program of both purchasing women-specific vehicles and teaching women to drive was implemented in 1988 (NPYWC 1990: 9). This government-sponsored program sought to address the paucity of vehicles for women’s own use. Nevertheless, this program only resulted in one such vehicle per settlement, limiting vehicle access to senior women associated with the Women’s Council. There is also considerable evidence to suggest that women have limited access to private vehicles, either as owner or driver (Holcombe 2004; Stotz 2001; Young 2001).

A key aspect of the value of vehicles in Aboriginal Australia is in their capacity to generate and sustain relationships between people. The social importance of vehicles means that the chronic vehicle shortage creates an intense demand, often referred to as ‘humbugging’ and an expectation that the person in possession of a car has a duty to share the resource (Gerrard 1989). Vehicles are a dynamic resource, flowing into and out of remote settlements at a far greater rate than non-remote areas. There are several other interrelated reasons for this short lifespan. The lack of remote area road infrastructure ensures that the driving conditions are difficult, and often dangerous, on unsealed and often unformed and un-maintained roads (see Lawrence 1991). This lack of infrastructure, combined with poor vehicle maintenance on vehicles that are already generally secondhand, ensures that the lifespan of cars is extremely short. They may last from several weeks (Myers 1989: 25) to several years (Gerrard 1989:101). The sheer use wear of vehicles also attests to the fact that ‘if faced with a choice between caring for their property or for their relatives, they prefer to invest in people rather than things’ (Myers 1989: 24). Vehicles are often regarded as necessarily expendable and the loss of a vehicle compounds the demands made on other vehicles owned by, or accessible to, others in a ‘community’.

Vehicles are now essential to the production of remote Indigenous culture. In the Arnhem Land region, the purchase of vehicles is a crucial motivator in Kuninjku production of art for sale (Altman & Hinkson 2005: 5). The importance of having access to a vehicle is also often cited by people as a means to avoid
social conflict (Hamilton 1987; Young 2001: 37), as noted in the findings of the Royal Commission into Aboriginal Deaths in Custody. Awareness of the cultural importance of decentralisation is embedded in an innovative mobile schooling program operating for outstations in the Maningrida region, which relies on 4WD vehicles to take schooling to the children in an adaptive classroom approach (Fogarty 2005). Similarly, Smith (2000a, 2004) argues that access to vehicles has formed an essential foundation for central Cape York outstation development and for the various social and economic benefits that flow from outstation use.

**Does having access to a vehicle mean being able to drive it, if you want to?**

The headline question in the remote survey, as for the 2002 NATSISS non-remote and the 2002 GSS, implies an individualistic form of transport use and mobility. In remote areas, the intersection of Indigenous values and practices with the welfare economy precludes such a standard from developing. Being able to drive a vehicle at ‘any time’ assumes vehicle ownership, or at least primary control. Thus, in a non-Indigenous context this may provide a relatively accurate figure of vehicle ownership, as suggested by the figure of 85 per cent of access to a vehicle (or vehicles) to drive. Ironically, it is this very phrasing that has likely caused the figure of almost one vehicle, available to drive, for every two Indigenous people to be so high.

An explanation for the remote Indigenous figure is the cultural norm of ‘demand sharing’ (Myers 1989) which is particularly prevalent in regard to vehicles. As vehicles are among the most valued objects in contemporary remote Indigenous life, demands to access a vehicle are ‘difficult to refuse’, and ‘open rejection is impossible’ (Myers 1989: 23). As Myers notes, ‘to have a car, one might say, is to find out how many relatives one has’ (1989: 23). When one considers demand-sharing in the context of the 2002 NATSISS headline question, we can assume that the respondent’s pre-emption to vehicle access relates to any family member within the settlement who has vehicle access, as they will have a right to demand access to that vehicle. Thus, the NATSISS question does not tell us about actual vehicle numbers, but rather about perceptions of vehicle access and self-perceptions of rights to vehicles within the kin group. In order to provide meaningful data, this issue of access must be separate from the availability of a vehicle to drive. The 2008 NATSISS could usefully distinguish between rates of access to transport and enumerating vehicle numbers per head of Indigenous population.
Sample selection: remote, very remote and non-remote

The conflation of selected ARIA classification areas in the publicly available data (e.g. the CURF)—the remote with the very remote areas—in the data sample selection has implications for assessing transport needs by geography. Hence, the issue of access to transport and locational disadvantage cannot adequately be drawn because of this blunt level of aggregation.

There is a number of government and non-government bodies noting the dearth of evidence on the availability of transport and related infrastructure in remote and very remote areas (Brice 2000). Transport and associated infrastructural needs differ significantly between remote and very remote Australia. There is considerable locational diversity between these two classes of remoteness, a diversity that affects transport infrastructure, and thus access to employment and education opportunities. These, in turn, impact on socioeconomic status, which affects vehicle access. In very remote areas, where Indigenous people account for approximately 42 per cent of the population, detachment from services is more pronounced than the basic remoteness structure can portray, reflecting unique aspects of the Indigenous settlement pattern (Taylor 2002: 4).

Equity and access to vehicles

Both the remote and non-remote area 2002 NATSISS data and the available remote area ethnographic data suggest that gender is a key dimension in vehicle access (Table 15.1). There are two issues about this inequality of access that are worth raising here. These concern access to vehicle-related training, as these corroborate the ethnographic evidence on gender equity, and issues of equity of access within the Indigenous population generally.

---

4 Comparison with the GSS, though useful on a national scale in identifying major trends, is limited by the scope of the survey, as it was only conducted in urban and rural areas, not in sparsely settled areas (as are to be found in NSW, Qld, SA, WA and the NT). The GSS notes that, with the exception of the Northern Territory, the population living in sparsely settled areas represents only a small proportion of the total population (ABS 2003b: 58). However, in terms of the Indigenous demographic profile by geographic classification, 69% of Indigenous people live outside of major urban areas. In 2001 approximately 1 in 4 Indigenous Australians lived in remote areas compared with only 1 in 50 non-Indigenous Australians (ABS 2003b: 1).

5 Even if customised cross-tabulations were purchased from the ABS, the relatively small sample sizes in very remote areas are unlikely to withstand the substantial disaggregation into the various transport categories. That is, the resulting estimates might not be particularly reliable.
Table 15.1. Access and use of motor vehicles and walking (aged 15 and over) by sex and remoteness, 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has access to motor vehicles to drive</td>
<td>50.5</td>
<td>62.5</td>
</tr>
<tr>
<td>Used car/4WD/motorcycle/motorised scooter as driver</td>
<td>47.7</td>
<td>58.3</td>
</tr>
<tr>
<td>Used car/4WD as passenger</td>
<td>55.1</td>
<td>56.7</td>
</tr>
<tr>
<td>Walked</td>
<td>73.4</td>
<td>46.5</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has access to motor vehicles to drive</td>
<td>38.2</td>
<td>55.3</td>
</tr>
<tr>
<td>Used car/4WD/motorcycle/motorised scooter as driver</td>
<td>30.7</td>
<td>50.6</td>
</tr>
<tr>
<td>Used car/4WD as passenger</td>
<td>61.9</td>
<td>61.6</td>
</tr>
<tr>
<td>Walked</td>
<td>75.4</td>
<td>51.6</td>
</tr>
<tr>
<td><strong>Population</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has access to motor vehicles to drive</td>
<td>44.2</td>
<td>58.7</td>
</tr>
<tr>
<td>Used car/4WD/motorcycle/motorised scooter as driver</td>
<td>39.0</td>
<td>54.2</td>
</tr>
<tr>
<td>Used car/4WD as passenger</td>
<td>58.6</td>
<td>59.3</td>
</tr>
<tr>
<td>Walked</td>
<td>74.4</td>
<td>49.2</td>
</tr>
</tbody>
</table>

a. The estimates of access to motor vehicles are slightly larger than figures presented in ABS (2004c), as we exclude from the calculations those who did not answer the question. In their calculations, the ABS implicitly assumed that the ‘not stated’ (31 individuals) did not have access to motor vehicles to drive.

Source: Customised cross-tabulations from the 2002 NATSISS CURF

Daly found a significant discrepancy between male and female rates of undertaking training in transport-related fields through non-CDEP training providers in the 1994 NATSIS, with 15.2 per cent of males undertaking training in this area compared with 2.6 per cent of females. In CDEP training, 9.6 per cent of males undertook training in transport-related fields, while no females undertook training in this area (Daly 1996:100). This male monopoly on vehicles is also suggested by the figures on transport-related accidents. In the Pilbara, transport-related accidents are the third-highest cause of death among Indigenous men (at 8.9% of the population), while among Indigenous women it is the seventh-highest cause of death (at 4.3%) (Taylor & Scambary 2005). In 1991–92 there were 661 Aboriginal and Torres Strait Islander men hospitalised due to transport-related accidents, compared with 329 Aboriginal and Torres Strait Islander women. Indigenous Australians are over-represented in road fatalities by approximately 3.5 times (Moller, Dolinis & Cripps 1996).

Given the general vehicle shortage found in the ethnographic evidence, the 2002 NATSISS figure of a 12.3 per cent discrepancy between male and female access to a vehicle to drive in remote areas would appear to overstate both the extent of availability and access. A gendered discrepancy in access is also apparent in the non-remote NATSISS, where women have 7.2 per cent less vehicle access than men. In the GSS, women were found to have 9.3 per cent less access than men, suggesting that regardless of scarcity men will always have greater vehicle access.
Equity of access to vehicles within the settlement is also assumed in the presupposition of the headline question, that ‘community’ vehicles are equally shared among the group or household. As Gerrard notes, ‘in reality, access to Aboriginal-owned vehicles [is] strictly limited by clan and family affiliation, meaning it [is] unevenly distributed’ (1989: 101). Likewise, the notion that a ‘community vehicle’ can be driven at any time is not supported by the ethnographic evidence. Vehicles for general community or group purpose use are virtually non-existent; they tend to be allocated to specific purposes. And where government-sponsored vehicles are allocated for less specific purposes, such as for outstations, they are associated with an individual: the outstation ‘boss’ and his immediate family.

**Forms of transport and questions of availability**

The 2002 NATSISS survey also investigated all forms of transport used in the last two weeks and the main reasons for not using public transport. The vast majority of the data produced from this section highlight statistically significant differences between patterns of remote and non-remote transport use and availability. However, given the findings of the ethnographic research on the first or headline question, the veracity of a number of the figures from these other sections of the survey may also be thrown into some doubt.

The figures generated for the total number of Indigenous people who used transport for both the remote and non-remote categories seem very high (85.9% and 98.1% respectively). What can these figures tell us? They indicate that transport of some form or another is readily available. Yet, as the preceding discussion suggests, we cannot assume that this is motorised transport, particularly for remote areas. Rather, these figures beg the question of what ‘transport’ is and what the NATSISS wants to elucidate in terms of access to it. This figure is a conflation of all forms of transport used in the last two weeks, including walking. I query the value of including walking and more generally ‘other modes of transport’ that are unidentified in this total figure—might it also include horse riding, for instance? Walking is an important form of transport and it needs to be distinguished as separate from motorised transport, as indeed it is in the survey form. A total figure that stated clearly ‘all forms of motorised transport’ would be more useful.

The numbers of people who use walking as a form of transport in remote areas is high. The figure of 74.4 per cent of the remote area population who walked in the last two weeks ‘to get around’ compares with the non-remote figure of 49.2 per cent. This very significant difference seems anomalous. However, it may be reflective of remote area people regularly walking locally within the settlement and walking for customary economy activity. It might also be reflective of the severe lack of motorised transport that remote area respondents seem to be suffering and the lack of choices that this necessitates. In many rural
areas in developing countries, for instance, walking is the major form of transport, and it is clear that in these contexts this transport method is closely associated with lack of access to economic and social services, transport infrastructure, and thus ‘real’ poverty (Starkey et al. 2002).

Interestingly, the GSS does not include any reference to walking as a form of transport. Rather, it is only included as a form of leisure, such as exercise. So, comparisons cannot be drawn here.

In remote areas, 63.3 per cent of respondents indicated that they did not use public transport, as no service was available, compared to 16.3 per cent in non-remote areas. This very significant difference does seem to reflect actual availability of public transport. However, it needs to be read closely in relation to the total figures for both the remote and non-remote respondents who did not use public transport. This total is qualified by the statement that it ‘includes persons who did not use public transport for reasons of personal safety, cost, racial discrimination and time considerations’. In remote areas, a total of 85.6 per cent of people did not use public transport. I suggest that the specific qualification or reason for such a high figure would (principally) be because no service was available, as the figure of 63.3 per cent suggests, and the cost. Consider the cost of charter planes and commercially run buses, such as the ‘fizzer bus’ near Katherine in the Northern Territory: the cost for this ‘public’ bus, which is run commercially, is $350 per person for a 180km trip (Toohey 2000).

In non-remote areas, the total number of respondents who did not use public transport is 65.1 per cent, which may appear surprising given the apparent availability levels. However, the qualifications listed above may also well apply to this non-remote figure, as reported in a recent article in the NCOS newsletter on transport disadvantage in NSW Aboriginal communities. Lack of coordination of public transport services between country towns means that a 208 km trip by sealed road can take up to eight hours (Wadiwel 2005: 7). Likewise, there is a real issue of affordability where CDEP participants lose their public transport concession entitlements, despite receiving an equivalent income to unemployment allowance. Discrimination is also a factor where ‘across NSW Aboriginal people are routinely being refused bus, taxi or other services on what can only be said to be racial grounds’ (Wadiwel 2005: 7).

### Diversity of transport

The 2002 NATSISS category ‘other modes of transport’ could be further clarified (Table 15.2). In remote areas, other forms of transport include chartered aircraft (planes and helicopters) and horses. With the advent of the new rail link from Alice Springs to Darwin, trains are also a possibility in that region. Likewise, in other remote areas across Australia, trains have long been a transport possibility.
Establishing figures of particular types of transport usage could be useful in clarifying demand and costs. Air charter and trains tend to be significantly more costly than road transport, yet air charter, in particular, may be the only option at certain times of the year, given the impact of seasonal weather patterns on road access.

In remote areas, ‘public’ transport is not necessarily easily defined. Buses, such as the ‘fizzer bus’ mentioned above, are specific for Indigenous use, and thus not really ‘public’ in the general sense of the term. They tend to be private enterprise buses run for commercial gain by local non-Indigenous entrepreneurs. Likewise, there are no public or government subsidies for airline charters, even though in some remote regions (in Arnhem Land and Cape York, for instance) there may be no other way to access services, such as clinics or stores, during the wet.

Table 15.2. Indigenous people aged 15 years or over, modes of transport usage by remoteness, Australia, 2002

<table>
<thead>
<tr>
<th>All modes of transport used in last 2 weeks a</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus a</td>
<td>13.6</td>
<td>29.6</td>
<td>25.2</td>
</tr>
<tr>
<td>Car/4WD as passenger a</td>
<td>58.6</td>
<td>59.3</td>
<td>59.1</td>
</tr>
<tr>
<td>Car/4WD as driver a</td>
<td>38.6</td>
<td>53.4</td>
<td>49.3</td>
</tr>
<tr>
<td>Taxi a</td>
<td>10.6</td>
<td>19.0</td>
<td>16.7</td>
</tr>
<tr>
<td>Bicycle a</td>
<td>4.2</td>
<td>9.0</td>
<td>7.7</td>
</tr>
<tr>
<td>Walking a</td>
<td>74.4</td>
<td>49.2</td>
<td>56.1</td>
</tr>
<tr>
<td>Total used transport a</td>
<td>85.9</td>
<td>98.1</td>
<td>94.7</td>
</tr>
<tr>
<td>Did not use transport a</td>
<td>14.1</td>
<td>1.9</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Main reason for not using public transport in last 2 weeks

<table>
<thead>
<tr>
<th>Did not use public transport in last 2 weeks</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefer to use own transport or walk a</td>
<td>17.5</td>
<td>33.6</td>
<td>29.2</td>
</tr>
<tr>
<td>No service available at all a</td>
<td>63.3</td>
<td>16.3</td>
<td>29.1</td>
</tr>
<tr>
<td>No service available at the right/convenient time a</td>
<td>2.3</td>
<td>5.0</td>
<td>4.3</td>
</tr>
<tr>
<td>Total did not use public transport a</td>
<td>85.6</td>
<td>65.1</td>
<td>70.7</td>
</tr>
<tr>
<td>Used public transport a</td>
<td>13.8</td>
<td>34.6</td>
<td>28.9</td>
</tr>
<tr>
<td>Indigenous persons aged 15 years or over</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

a. An asterisk denotes that the difference between remote and non-remote data is statistically significant at the 5% level.
b. Respondents may have indicated more than one response category.
c. Includes other modes of transport.
d. Includes persons who did not use public transport for reasons of personal safety, cost, racial discrimination and time considerations.

Source: ABS (2004c, Tables 1 and 20)

**Perceived level of difficulty with transport**

The final set of 2002 NATSISS transport questions relate to the perceived level of difficulty in accessing transport (Table 15.3). Unfortunately, the key question about difficulty of access relates to perceptions rather than facts. The questions,
which include, ‘Do you have difficulty getting to places needed?’ and ‘Do you have these problems often or sometimes?’, offer a subjective self-assessment in terms of perceived level of difficulty. Such questions carry similar methodological baggage to self-assessed health measures (e.g. Anderson & Sibthorpe 1996: 124; Brady 2005: 133). Likewise, the concept of ‘conditioned satisfaction’ may play a role in the self-perception of difficulty and how this relates to needs (Nussbaum 2001).

This final set of questions is so generalised that the figures generated tell us little. The figures generated for people who ‘can easily get to the places needed’ are 65.6 per cent and 71.8 per cent for remote and non-remote respectively. This compares with 84.3 per cent of the general population who ‘can easily get to the places needed’. This begs questions of where the ‘places’ are, how people are getting there, and how ‘need’ is defined? Clearly, the answers are different in all three cases, as are transport needs. As a result, these figures are not comparable.

Table 15.3. Perceived level of difficulty with transport—percentage of the population (aged 15 plus) by sex

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Non-Indigenous a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can easily get to the places needed</td>
<td>68.2</td>
<td>72.5</td>
<td>86.8</td>
</tr>
<tr>
<td>Sometimes have difficulty getting to the places needed</td>
<td>15.9</td>
<td>17.2</td>
<td>10.4</td>
</tr>
<tr>
<td>Often have difficulty getting to the places needed</td>
<td>2.8</td>
<td>4.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Can’t get to the places needed/never go out/housebound</td>
<td>13.1</td>
<td>5.8</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can easily get to the places needed</td>
<td>63.0</td>
<td>71.2</td>
<td>81.9</td>
</tr>
<tr>
<td>Sometimes have difficulty getting to the places needed</td>
<td>18.5</td>
<td>18.9</td>
<td>13.3</td>
</tr>
<tr>
<td>Often have difficulty getting to the places needed</td>
<td>3.8</td>
<td>4.8</td>
<td>4.1</td>
</tr>
<tr>
<td>Can’t get to the places needed/never go out/housebound</td>
<td>14.8</td>
<td>5.1</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>Persons</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can easily get to the places needed</td>
<td>65.6</td>
<td>71.8</td>
<td>84.3</td>
</tr>
<tr>
<td>Sometimes have difficulty getting to the places needed</td>
<td>17.2</td>
<td>18.1</td>
<td>11.8</td>
</tr>
<tr>
<td>Often have difficulty getting to the places needed</td>
<td>3.3</td>
<td>4.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Can’t get to the places needed/never go out/housebound</td>
<td>14.0</td>
<td>5.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

a. Non-Indigenous statistics refer to people aged 18 and over.
Source: Customised cross-tabulations from the 2002 NATSISS and GSS CURF

Suggestions for re-phrasing and re-sequencing the questions

Questions in the next NATSISS could be improved by proceeding from the general to the specific, by changing the sequencing of questions, and by separating out the issues. A less deterministic approach to structuring and framing the questions could be followed, starting with the questions on access to transport. The key question is, ‘Can you get to places you need to go?’, followed by questions on ‘How do you get there?’. By clarifying the how in transport, actual
vehicle numbers and types could also be elicited, while further choices could be given, such as types of transport (as suggested above for the remote areas).

One approach to establishing approximate numbers of private vehicles would be to begin with the question, ‘Do you own a vehicle?’. If the answer is no, then the question could be followed with ‘Do you have access to a vehicle?’. If the answer to this question is yes, it could be followed with, ‘Who owns this vehicle: family member, the council, clinic, school, other?’.

In asking ‘What other forms of transport do you use?’, a broader range of options could be listed. Finally, I have not discussed in detail the issue of drivers licenses in this paper. However, gaining and maintaining a license for Indigenous people in remote and non-remote areas is a significant issue, and has a major impact on the ability to drive and to teach others (see also Wadiwel 2005). Thus, it needs to be a separate question, rather than conflated with another question, as it is in the 2002 NATSISS. A specific question could be, ‘Do you hold a current drivers license?’ and if the answer is no, the next question could be, ‘Have you ever held one?’.

**Conclusion**

The aggregation of very remote areas with remote areas in the NATSISS data means that the relationship between access to transport and locational disadvantage cannot adequately be drawn. Yet, there is considerable locational diversity between these two classes of remoteness which impact very significantly on transport infrastructure, and thus on access to employment and education opportunities. These factors impact on socioeconomic status, in turn affecting transport access.

The 2002 NATSISS suggests that access to transport in remote Australia is lower than elsewhere, but that almost half of the Indigenous adult population does have access to some form of transport. This level is substantially higher than indicated by evidence (admittedly partial) from select ethnographic case studies, leading to some doubt regarding the validity of 2002 NATSISS findings. Thus, although the transport access patterns identified in remote areas are correct (for example, the limitations on access to motorised transport and women’s lack of access relative to men’s), it is likely that the headline question was misleading. If this is true, it is unfortunate: the importance of transport needs in remote areas are heightened, because of the dispersed population and services, the need to access lands, the vast distances and road quality. A recent World Bank paper noted that ‘patterns of transport demand and supply are [always] linked to population density and income levels’ (Starkey et al. 2002: 3). Gaining an accurate
fix on the scale of the issue is fundamental to developing an informed policy approach to remote transport needs. Despite the survey, we still do not have a fix on the proper scale of the issue. Nor do we get a picture of vehicles per capita in this remote region, nor gain any sense of the predominant vehicle types.
16. Information and Communication Technology

Peter Radoll

This chapter presents data from the 2002 NATSISS as it relates to Information and Communication Technology (ICT) use, namely computers and the internet. While a number of determinants of ICT use have been well established, like education and income, there are other factors that have a similar impact on ICT use in the Aboriginal and Torres Strait Islander community. Presented here for the first time, these factors include health status, the impact of being on the CDEP scheme, the impact of the justice system, access to online services, and the overall digital divide between remote and non-remote Indigenous communities.

Firstly, it should be noted that this data is dated, in that since its collection there have been many ICT projects targeting both Indigenous and non-Indigenous communities at both the State and federal government levels. Such programs include the Telecommunications Action Plan for Remote Indigenous Communities (Department of Communications, Information Technology and the Arts [DCITA] 2002) and Networking the Nation Program (DCITA 1999).

Statistical analysis of the data has been conducted in this paper and where the term ‘significant’ is used, it refers to statistical significance. This is the first time this data has been collected, so a comparison with previous NATSISS data is not possible.

Usefulness of the data

Capturing ICT use in the 2001 Census was well founded, as it not only provided an overall picture of ICT use by individuals but it also allowed us to see whether there were segments of the population that were lagging behind others in ICT use or suffering from a ‘digital divide’. The results of the national census clearly demonstrated that a ‘digital divide’ existed between the Indigenous and non-Indigenous communities. Capturing similar data in the NATSISS has enhanced the understanding of the ‘digital divide’ facing the Indigenous community. Unfortunately, only national data has been released by the ABS (2004c) which prevents a more localised region-by-region analysis of ICT use in Aboriginal and Torres Strait Islander communities. However, on a positive note, we can now compare remote and non-remote Aboriginal and Torres Strait Islander communities, which give us a better understanding of where government ICT policy and resources can be targeted.
Digital divide defined

The term digital divide has many connotations and there has been much research attempting to define the term. Fink and Kenny (2003) define the digital divide as:

- a gap in access to ICT—measured primarily by the number of users or individuals with access per one hundred of population
- a gap in the ability to use ICT—measured by an individual’s skills set
- a gap in actual use—measured by the amount of time an individual goes online
- a gap in the impact of use—measured by economic returns or savings attributed to ICT.

This multi-faceted approach to defining the term ‘digital divide’ is drawn from a decade of literature that has emerged in the area, so it is a good reference point to understanding the term. The ABS collected data on only one aspect of digital divide, namely ‘use’, which excludes the other three aspects of digital divide. Data on use is by far the easiest to collect but leaves a large gap in truly understanding the extent of the digital divide.

Australia’s digital divide

To understand the depth of the existing digital divide within Australia it would be beneficial to first examine the differences between the Indigenous and non-Indigenous communities from the NATSISS data then more closely examine data as it relates to remote and non-remote Indigenous communities.

Figure 16.1. Home computer use and home internet use by Indigenous status, 2002

![Graph showing home computer and internet use by Indigenous status](image-url)

Source: ABS (2004: Table 5).
Figure 16.1 highlights the digital divide between Indigenous and non-Indigenous communities. It shows that at the time of the data collection 67.6 per cent of the non-Indigenous population had used a computer at home in the previous 12 months compared with only 43.5 per cent of the Indigenous population. Similarly, internet use at home was significantly different between the Indigenous and non-Indigenous populations, at 30.4 per cent and 57.9 per cent respectively. This significant digital divide between the Indigenous and non-Indigenous populations has been highlighted by Daly 2005 and shows that Indigenous people are two-thirds as likely as non-Indigenous people to use computers at home and only half as likely to use the internet at home (ABS 2004c).

Previous research has demonstrated that there are two key factors in determining ICT use in Australia, namely income and education level (Daly 2005; Lloyd & Bill 2004; Lloyd & Helwigg 2000). These determinants are no different in the NATSISS, as figures 16.2 and 16.3 clearly show a positive relationship between income and ICT use and education and ICT use.

**Income**

**Figure 16.2. Computer use and internet use by income quintile, 2002**

Specific individual income levels were not published in the NATSISS, so it is difficult to say which level of income would fall within which quintile. However, as a rough comparison using available data, the national mean equivalised gross household income for the non-Indigenous community is $665 compared with $394 for the Indigenous community. These figures clearly demonstrate that there is a significant difference in the mean household incomes between Indigenous and non-Indigenous communities. Therefore, we can say that the first quintile would be quite low and even the highest quintile would still be relatively low. While the mean household income of the Indigenous population is low in
comparison to the non-Indigenous community, ICT use still increases as income increases, making income a very strong determinant of ICT use.

While we may expect this, as previous research has highlighted this fact, we should still be aware of international research on how income and the digital divide is perceived. Mark Malloch-Brown from the United Nations Development Programme stated there is a ‘growing digital divide between rich and poor’ (quoted in Fink & Kenny 2003: 3), suggesting that we can only make inroads to the digital divide between Indigenous and non-Indigenous communities when Indigenous and non-Indigenous incomes are equal.

**Education**

**Figure 16.3.** Computer use and internet use by education level, 2002

As we know from previous research, education—or at least the level of education—plays a role in ICT use. Fig. 16.3 highlights that Aboriginal and Torres Strait Islanders with low or no formally quantifiable educational qualifications were found to have lower use rates of ICT, whereas those with Year 12 and post-school qualifications have a higher rate of computer and internet use. These findings that education qualifications are a strong determinant of ICT use are not surprising, as Lloyd and Helwig (2000) also found that the level of education was a strong factor in determining computer use in Australia. Post-secondary education was found by Lloyd and Helwig to be the strongest determinate of computer use for the overall Australian population. However, post-Year 11 education is the most prominent determinate of computer use for the Indigenous community, with Year 12 and post-school qualifications making no significant difference. One point of interest from the data on internet use is that both Year 12 and post-school qualifications have the same rates of use,
suggesting that while computer use may increase (albeit nominally) as a person’s educational qualifications increase, internet use may, in fact, stabilise.

While income and education do play a major role in determining ICT use for the Aboriginal and Torres Strait Islander population, other factors affecting ICT use have arisen from the NATSISS that I will go on to discuss. But firstly, it would be useful to examine the digital divide that exists between remote and non-remote Aboriginal and Torres Strait Islander communities.

Figure 16.4. Computer use and internet use by remoteness, 2002
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It has already been demonstrated that a significant digital divide exists between the Indigenous and non-Indigenous communities in Australia, and Figure 16.4 above highlights a significant digital divide between remote and non-remote Indigenous communities. Remote communities use computers and the internet less than half as much as their non-remote counterparts. There are many factors that point to why this may be and I will now examine the available data from the NATSISS to attempt to determine this.
Location

Figure 16.5. Computer use by location and remoteness, 2002

One important component of ICT use is the location at which you are able to use the technology. Figure 16.5 shows the locations that remote and non-remote communities use computers, with some interesting results.

All areas of computer use in the NATSISS are significantly different when comparing remote and non-remote computer use, with the exception being use in schools. This further highlights the digital divide between remote and non-remote Aboriginal and Torres Strait Islander communities and demonstrates the importance of schools in remote communities in bridging the digital divide.

There are three main computer access points for non-remote communities (see Fig. 16.5). These are in the home, at another person’s home and at work. However, in remote communities the main access points are work, school and home. It is interesting that remote and non-remote communities are contrasting in the locations where computers are accessed. There is no one factor that indicates why this is the case; rather, there seems to be a number of factors that contribute to such low ICT use in remote communities overall.

Before discussing the additional factors, we should first examine the issues associated with the above findings; in particular, the main access point to computers in remote communities being in the work place or at work. While digital divide literature would argue that any use of computers is bridging the digital divide, using computers at work only enables or permits use of, and access to, the technology mainly for work purposes and associated tasks. By this, I mean that using ICT provided by the employer in the workplace is often restricted. Examples of this are the various e-mail and internet ‘appropriate use’ policies utilised in all levels of the public service and other employing entities.
These ‘appropriate use’ policies are designed to address issues of security and productivity, both of which are vital to organisations. Using computers at work drastically inhibits other types of use; namely personal and private use.

Home use is one key to bridging the digital divide. NATSISS shows that home use of ICT lags well behind in remote communities, at 9.1 per cent, while in non-remote areas it is 40.2 per cent. It is interesting to note that use in schools in remote communities is 9.2 per cent which is not significantly different to home use in remote communities. Home access has many benefits over other types of access in that there are no restrictions on when, why, and what you access. In addition, by having a computer at home, you can install personal software and programs.

**Purpose**

**Figure 16.6. Purpose of internet use by remoteness, 2002**

![Bar chart showing internet use by remoteness](chart.png)

The purpose for using the internet in remote and non-remote Indigenous communities highlighted in Figure 16.6 shows that the level of internet access for specific purposes is also significantly different. Non-remote communities tend to use the internet for personal/private reasons. In remote communities, work/business, education/study and personal/private are the main reasons for accessing the internet, with no significant difference between the three purposes.
As we have seen previously in the definition of the digital divide, an individual’s skill set is a sub-component of the digital divide. While we do not have data on the time individuals spend online, we do have data on the frequency of internet use. Therefore, examining the rates or usage would also be a further indicator as to which segment of the Indigenous population suffers from the digital divide. Figure 16.7 clearly shows that internet usage rates are very low overall, demonstrated by two different sets of data. Firstly, 78.4 per cent of Indigenous people in remote communities did not access the internet at all compared with 51.7 per cent of non-remote Indigenous people. Secondly, 32.3 per cent of non-remote Indigenous communities accessed the internet one or more days per week compared with only 15.1 per cent in remote Indigenous communities.

Other inhibitors of ICT use

As we know, Fink and Kenny (2003) define the digital divide as both infrastructure access and individual capabilities. It would be ideal to have data that demonstrate—or at least go some way towards understanding—the depth of the digital divide in Aboriginal and Torres Strait Islander communities. Unfortunately, only a few statistics were collected on ICT use in the NATSISS, leaving many aspects of the digital divide unable to be examined. Therefore, we cannot speculate too much on an individual’s ICT skill set, nor can we gauge whether the Indigenous community derives any economic advantage by using ICT as outlined by Fink and Kenny (2003), because that data is simply not available. What we can discuss further is the additional inhibitors to ICT that have come out of the NATSISS that impact on Aboriginal and Torres Strait Islander communities.
Employment

Figure 16.8. Information and Communication Technology use by employment status, 2002

Employment status and the type of employment have an impact on ICT use. Being employed makes Aboriginal and Torres Strait Islanders significantly more likely to use a computer and access the internet; this may be closely correlated with income. However, what is striking is that being on the CDEP scheme makes you less likely to use computers and the internet than those who are unemployed. Moreover, only 38.7 per cent of those employed under the CDEP used computers, whereas 65.7 per cent of the unemployed used a computer. Similarly, 23.2 per cent of CDEP participants accessed the internet compared with 47.2 per cent of the unemployed participants. While this might be surprising to some, it really should not come as a great surprise as there has been research suggesting that CDEP is not an effective program for employment opportunities (Langton 2002). Also, the data presented here further demonstrate that CDEP programs perpetuate the digital divide. It should be noted that those on unemployment benefits are required to seek employment opportunities, and ICT is usually provided by job search agencies for this purpose.
Age

Figure 16.9. Information and Communication Technology use by age, 2002

We have seen previously (see Fig. 16.2 and Fig. 16.3) that higher incomes and higher education rates lead to higher ICT use. Therefore, you would expect that ICT use would be predominantly an older age group activity. However, this is simply not the case. Surprisingly, the youngest age group has the highest ICT use. This may demonstrate that age could play an equal role along with income and education in determining ICT use, or it may in fact show that education is the stronger determinant rather than income and the fact that income and education are correlated may only be coincidental. This discrepancy between age groups could also be partly explained by the ‘digital natives—digital immigrants’ concept. This theory asserts that technology is more accepted the earlier it is introduced to a person (‘digital natives’), while there is some resistance if the technology is introduced later in life (‘digital immigrants’) (Prensky 2001).
Health status

Figure 16.10. Information and Communication Technology use by health status, 2002

Health of an individual plays a significant role in the use of ICT. It is well known that the overall health of the Aboriginal and Torres Strait Islander community is lower than that of the non-Indigenous population. However, just because you have a disability or ailing health does not exclude you from your citizenship responsibilities. Neither should your condition exclude you from the digital era, but it quite obviously does. Of those with no disability, 61.6 per cent used computers compared to 44.9 per cent of those with disabilities. Once again, internet access is similar, with 46.8 per cent of those with no disabilities having accessed the internet and only 31 per cent of those with a disability having accessed the internet in the same period. This leaves those with disabilities and poor health suffering a digital divide.
Justice system

Figure 16.11. Computer use by whether ever charged, 2002

Being charged appears to have an effect on ICT use, with a significant difference in computer use between people having been charged and people who have never been charged represented by 47.4 per cent and 60.1 per cent respectively. This may also be closely correlated with education and income. Unfortunately, internet access data were not available for charged and non-charged people but we can assume that the percentage of internet access for people ‘ever’ charged would also be significantly different from the percentage of people ‘never’ charged.
Unlike computer use—where only electricity is required to use the technology—internet access relies on other infrastructure for connectivity, namely a telephone line, whether it is for a dial-up service or for broadband services (excluding direct satellite-based technologies). The NATSISS has highlighted a significant internet barrier for remote communities, namely the connection point. Only 43.2 per cent of the remote homes surveyed had a working telephone, which is approximately half that of the non-remote population at 81.9 per cent. This suggests that the potential to have the internet connected at home in non-remote communities is higher than that of remote communities, which may be an indicator of low internet use.
Accessing money

**Figure 16.13. Money access mode by remoteness, 2002**
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Source: ABS (2004: Table 18).

Accessing money is one of the data items collected in the NATSISS. This provides an opportunity to examine how Aboriginal and Torres Strait Islanders access their money and to see if more modern technologies are being used by this segment of the Australian community. The NATSISS data highlighted that more conventional methods of accessing money—like face-to-face—are relatively low (see Fig. 16.13) but nevertheless there was no significant difference in using these modes between remote and non-remote Indigenous communities.

**Figure 16.14. Electronic money access by remoteness, 2002**

[Graph showing electronic money access by remoteness, 2002]

Source: ABS (2004: Table 18).

In contrast to Figure 16.13, Figure 16.14 shows that some electronic forms of money access have become quite popular in both remote and non-remote
communities. EFTPOS and ATMs were the most used of the electronic technologies, with 75.7 per cent of people living in remote communities using this mode compared with 87.4 per cent of people in non-remote communities—a significant difference. Phone banking was the next most popular method of electronic money access, leaving internet banking the least popular method of accessing money. Only 6.1 per cent of people in non-remote communities and just 1.1 per cent of people in remote communities were making use of this mode.

Conclusion

We have seen that there is a significant digital divide between the Indigenous and non-Indigenous community, and the NATSISS has provided data showing that there is a significant digital divide between remote and non-remote Indigenous Australia as well. While there are many aspects of ICT use collected in the NATSISS, there are other aspects of the digital divide that have not been collected; namely, a user’s skills set, the number of hours an individual spends online and the economic benefit derived from ICT. This is a weakness of the NATSISS data.

There is no doubt that, given such low ICT use rates and the fact that numerous inhibitors to ICT use are faced by the Aboriginal and Torres Strait Islander community, targeted policy is required to overcome the digital divide. However, the complexities of ICT use inhibitors (namely, low incomes, low education, being charged in the justice system, poor health and being on CDEP) suggest that policy targeting these key areas will not see the digital divide being bridged.

It must be stated that while remote Indigenous communities are in most need of ICT, the Indigenous community as a whole lags well behind the rest of Australia in ICT use and any Australian ICT policy should target Indigenous communities as a whole.

To conclude, it is worth noting that the above discussion focuses on the bi-variate analysis of the relationships of various socioeconomic factors to ICT issues. While a multi-variate analysis of the factors underlying ICT use might eliminate some of the duplication arising from the correlation between these factors, this is left for future research. This chapter has provided one of the first overviews of ICT issues in the Indigenous community, providing a first step towards a more structured empirical analysis that might include a multi-variate modelling exercise.
17. Health

Russell Ross

The beginning point of this analysis is the established fact that Indigenous health outcomes are recognised to be very poor both relative to those for the non-Indigenous population and in absolute terms—see, for example, Gray, Hunter & Taylor (2004) and Booth & Carroll (2005).

Life expectancies for Indigenous Australians are some 20 years lower than for non-Indigenous Australians, an unacceptable statistic. Equally unacceptable is the fact that this life expectancy appears not to have risen in recent times. Of particular interest is to ascertain whether there have been significant improvements in Indigenous health outcomes; not only in an absolute sense but also relative to the non-Indigenous health outcomes.

Whatever the conclusion is about the aggregate picture for Indigenous peoples, it is also important to ascertain how balanced the picture is within the Indigenous population. For example, we can compare outcomes by factors such as location (defined by the remote/non-remote distinction in this context); geographic regions (States and Territories); age; gender; education; and labour force status. Finally, it is also important to ascertain what progress has been made between 1994 and 2002; that is, between the two NATSISS surveys.

A central question must be: how much of the health gap can be explained by socioeconomic factors, and how much can be explained by different levels of access to health services? Further, where there is access to health services, what is the take-up rate? These are very important questions. Depending on the answers, the policy responses should be very different. If socioeconomic factors can explain the entire gap, then policies must be directed towards improving Indigenous socioeconomic outcomes. However, the policy response should be quite different if it is a problem of availability and access to health services.

There is another caveat to be made upfront. That is that the coverage of the 2002 NATSISS was limited to people living in private dwellings. While this may not be a major limitation for many aspects of the 2002 NATSISS analysis, I would argue that in the context of health, it is potentially a significant limitation. As the 2002 NATSISS did not canvass individuals who were in institutions, it is potentially overstating the general health levels in the Indigenous population. I’m thinking in particular of hospitals, nursing homes, hostels and prisons. By definition, people in hospitals are on average going to be suffering below average

---

1 Over the period 1999–2001, the life expectancy at birth for an Indigenous male was 59 years, and for an Indigenous female, 64 years. Comparable life expectancies in the total Australian population were 77 years for males and 82 years for females. All these figures are from ABS (2004c).
health. Although many people in hospitals are there for very short spells and may be experiencing very temporary health setbacks, many are hospitalised for treatment for ongoing health conditions. A similar pattern occurs in relation to nursing homes and hostels, where it is likely that the health status of residents is lower than the average among residents of private dwellings. It is also well known that prison inmates are on average less healthy than those outside prisons. Given the disproportionately high incidence of incarceration for the Indigenous population, this is expected to bias the health measure upwards. According to ABS (2004e), the Indigenous population is over-represented in prisons by a factor of 10 to 1 and on the night of 30 June 2004, 20 per cent of all prisoners were Indigenous. The ABS (2005c: 3) estimates that at the time of the 2002 NATSISS, there were 19 320 Indigenous Australians living in non-private dwellings. This is equivalent to 7 per cent of the estimated total Indigenous population aged 15 and over of 282 200.

A survey such as the 2002 NATSISS cannot be expected to answer all the big questions about Indigenous health. For example, it is not a suitable instrument for assessing factors such as life expectancies which require externally measured, scientific data. It is not an appropriate instrument for collecting any epidemiological or public health information which requires the arms-length, objective collection of raw data.

**The data**

**What information was asked?**

The focus of the questions was on the respondent’s self-perception of the state of their general health, and the disabilities they experienced. This was gathered via a *single* question seeking the person’s own evaluation on a five-point scale: excellent, very good, good, fair or poor.

Considerably more information was gathered on disabilities and long-term health conditions. For the purposes of the 2002 NATSISS, disabilities were defined as ‘conditions which you may have, that have lasted, or are likely to last, for six months’.

Participants were asked if they had any such conditions. For those who indicated they did have such a condition(s), a sequence of supplementary questions followed. These questions were designed to elicit considerations as to whether the conditions:

- meant they were restricted in any way in everyday activities as a consequence of the condition(s)
- necessitated any help or supervision with a range of tasks
- resulted in any difficulties with some specific tasks, and
- led to any difficulties with undertaking education or employment.
Most of the information obtained in the 2002 NATSISS was common to both sub-surveys, but there were also several specific questions asked only in one sub-survey. The remote area questionnaire included some questions about medications and visits to clinics/doctor—information not requested in the non-remote area questionnaire. Conversely, included in the non-remote area questionnaire but not the remote area one was reference to some specific conditions such as arthritis, asthma, heart disease, Alzheimer’s disease and dementia.

Although much of the information obtained in the 2002 NATSISS was common to both sub-surveys, there were significant methodological differences in the way the information was obtained. These methodological differences are highlighted in Biddle and Hunter (in this volume). Not only were the questions asked differently between the remote and non-remote areas, there were also differences in the amount of detail sought for some of the health-related questions; see especially the explanatory notes section in ABS (2004a). The issues specific to health will be addressed below.

What information should have been asked

It is unfortunate that several other questions were not included in the 2002 NATSISS. In particular, it would have been very useful to be able to assess whether people’s perceptions of their individual general health level had changed over time. This would have enabled a better feel for whether individuals see themselves as getting healthier, getting less healthy, or otherwise.

It would also be useful to have data on access to health services, and the rate of use of such services (where available).

However, against this is the reliance on self-perception. I see a problem with using questions that are loaded with words such as ‘may’, ‘likely to’, and so on. The responses gained are very subjective, and subject to considerable variation in people’s interpretation of both their own health and exactly what the question is seeking. Further, it relies heavily on the person’s willingness to answer openly.

Finally, I believe that the questions are too general in nature. It would be better to have included some questions which sought to gauge the depth of the

---

2 By this I mean the distinction between the remote and non-remote sub-surveys. See the papers by Webster, Roger & Black, and Biddle & Hunter in this volume for further discussion of this difference in the two sub-surveys. Although the ABS refers to the CA and NCA questionnaires, the questionnaires themselves are titled remote and non-remote.

3 This is an important distinction, as there is a difference between people choosing not to use health services when they are accessible and being forced not to use them because the services are not accessible.

4 The ABS is aware of this problem, at least in relation to disabilities and long-term health conditions, stating that ‘there may be some instances of under-reporting as a consequence of respondents being unwilling to talk about a particular subject when interviewed’ (ABS 2004c: 58).
problems. That is, where health problems are identified, there is no measure of depth or seriousness of the condition(s).

Of course, there will be a trade-off between the number of health questions and the overall length of the questionnaire, but in order to collect useful information, it is necessary to have a critical mass of questions, to include questions such as those referred to here.

**Issues with the way the information was collected**

It is important that we are able to relate the context of the questionnaire and the survey to the information in the data. The major methodological differences in the way the data were asked between the two sub-surveys raises serious questions about the comparability of the responses. In addition, the coverage of some questions and the amount of detail elicited in the two sub-surveys is of concern for analysts.

A problem I see is the over-reliance on self-perception of health status. Sibthorpe et al. (2001) and Crossley and Kennedy (2002) have both addressed this issue in relation to earlier surveys on Indigenous health. Crossley and Kennedy analysed data from the 1995 National Health Survey. That survey asked some respondents to categorise their own health status twice. A disturbing 28 per cent of people gave different responses to the two questions. Although most of these were only one category away from their previous answer, 3 per cent of the total sample gave answers more than one category different. This implies that the robustness of the answers is of some concern, and the sequencing of questions is very important.

Sibthorpe et al. (2001) have suggested that there are important differences in the link between self-perception of health and more objective measures (of health), especially for people living in very remote areas and/or for those for whom English is not their first language. Booth and Carroll (2005) also considered this aspect of reliance on self-perception measures but concluded that it probably is not a major concern.

Nevertheless, we do need to be aware of this issue and how it may impact on interpretation of the results.

A second issue with the data relates to significant differences between the questions asked, and the way they were asked, as there were major differences between the two sub-samples. For example, in the remote area questionnaire, there were fewer questions asked. Unlike their non-remote counterparts, respondents in remote areas were not asked for information about factors such as disfigurements, deformities, mental illness, and restrictions on physical activities/work due to conditions such as back pain and migraines. They were

---

5 This information is taken from Explanatory Notes 43–7 in ABS (2004c: 58–9).
also not asked about any psychological disabilities. However, the remote area questionnaire did include some questions on visits to medical practitioners and medications—questions not asked in the non-remote questionnaire. These questions could, in some cases, allow the ABS to identify disabilities. The importance of this is seen in the explanatory note 47 to ABS (2004c: 59), which states: 6

In tables showing disability data from the 2002 NATSISS only, the disability populations are limited to the set of criteria used to identify disability in remote areas. In the table comparing the disability status of Indigenous people in non-remote areas and non-Indigenous people (Table 5), more extensive criteria have been used to identify disability.

It is also important to keep in mind how the data was organised once it had been collected. The primary limitations on the usefulness of the data are generated by the format of the questions asked, rather than by the way the data were coded. Although some of the tables provided in ABS (2004c: 59), the ABS’s published data output from the 2002 NATSISS, do collapse data into more aggregated categories, this should be less of a problem for those able to access the data via RADL. 7

This is especially true in the health data, where often the ‘good’ category is omitted from the tables in ABS (2004b). Although it is straightforward for the analyst to reconstruct the missing data, it is simply inefficient for every researcher to have to do so.

**Analysis of the 2002 NATSISS data**

Examination of the existing ABS publications can give only very basic information; and even some of that is subject to interpretation. The following comments are based on analysis of the health components of selected tables in ABS (2004c: 59). It should be stressed that this analysis is based only on one source of data. There are a number of other sources of data on health. These include the general social surveys which ask some questions on health (e.g. ABS 2003b), the national health surveys (ABS 2002b), and publications from the ABS and Australian Institute of Health and Welfare (e.g. ABS/AIHW 2005).

Where applicable, the comparison also includes corresponding information from either the 2002 GSS or the 1994 NATSIS. The former is used for comparing the Indigenous figures with those of the non-Indigenous population, and the latter is used for comparisons of Indigenous figures at the two points in time (1994

---

6 The table referred to in this quote, table 5, is in ABS (2005b). It is not Table 5 of this paper.

7 RADL is an ABS service which allows web-based analysis in much greater detail than is possible with published data. It permits analysis based on individual-level data, subject to a number of restrictions which protect the confidentiality of NATSISS respondents. This enables researchers to structure their analysis to very specific issues.
and 2002). In the comparisons with other data sets, some compromises are necessary. For example, the 2002 GSS had a slightly more restricted age coverage (18+ years of age) than the 2002 NATSISS and also did not survey in remote areas. Also, 1994 NATSIS did not ask questions on disabilities.

Throughout the following discussion, two main indicators of health are used: firstly, the distribution of the responses to the self-perception of health question; and secondly, the overall indication of the incidence of disabilities (as defined above). Each table has these figures for the target group, and in each table is an indication of which statistics are significantly different from others. The standard of statistical significance is at the 5 per cent level. Occasional reference is made to ‘weak’ statistical significance—this is used to indicate where significance is at the 10 per cent level but not the 5 per cent level.

The analysis discussed here can only identify linkages between the variables. It does not identify the direction of causality of the linkage. That is, when two factors are connected, it is often important to know which factor is causing the other factor. For example, when we see a link between poor health and unemployment; is the unemployment leading to poor health or is the poor health meaning that the person cannot work? This issue, of lack of indication of the direction of causality, is common to all the tables presented here. For a complete picture, it is important to be able to determine this direction of causality, especially if we are to make policy implications, but that analysis is beyond the scope of this chapter. For further discussion of the general issue of causality, see Kawachi et al. (1999: xi–xxxiv).

Summary health indicators, Indigenous Australia, 2002

The broad aggregate comparisons within the Indigenous population are shown in Table 17.1. That table shows that at the aggregate levels of remote versus non-remote, and Aboriginal versus Torres Strait Islander, there are virtually no discernible differences. The only statistically significant difference is between remote and non-remote, and even then only for the ‘fair/poor’ categories. Although Table 17.1 also appears to show a real difference in the ‘good’ category as well, that difference is only weakly significant. More will be made of this implication later.

This overall ‘sameness’ of outcomes suggest that further analysis is needed at a less aggregated level. Throughout this analysis, no further distinction is made between Aborigines and Torres Strait Islanders, as there are no statistically significant differences between the two populations in any of these health categories.

The first two rows of Table 17.1 do not contain information on the breakdown between excellent and very good health categories separately for Aborigines and Torres Strait Islanders, as this was not available in ABS (2004c). In the
remainder of the tables, these two categories are re-collapsed into the one category ‘excellent/very good’. This has been done as there are no discernible variations in the composition of these two categories between remote and non-remote areas.

Table 17.1. Summary health indicators by remoteness and Indigenous status

<table>
<thead>
<tr>
<th>Self-assessed health status</th>
<th>Remote</th>
<th>Non-remote</th>
<th>All Indigenous</th>
<th>Aboriginal</th>
<th>Torres Strait Islander</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>16.9</td>
<td>18.0</td>
<td>17.7</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Very good</td>
<td>27.3</td>
<td>26.0</td>
<td>26.4</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>44.2</td>
<td>44.0</td>
<td>44.1</td>
<td>44.1</td>
<td>44.9</td>
</tr>
<tr>
<td>Good</td>
<td>35.1</td>
<td>31.4</td>
<td>32.4</td>
<td>32.4</td>
<td>32.3</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>20.0</td>
<td>24.5</td>
<td>23.3</td>
<td>23.4</td>
<td>22.8</td>
</tr>
<tr>
<td>Has a disability or long-term health condition</td>
<td>35.4</td>
<td>36.9</td>
<td>36.5</td>
<td>36.3</td>
<td>34.8</td>
</tr>
</tbody>
</table>

a. There is a significant difference between the remote and non-remote data for people with ‘fair/poor’ health status. The difference between the remote and non-remote data for people with ‘good’ health status is weakly significant.

Source: ABS (2004c: Tables 1 & 13)

Selected disability characteristics by remoteness, Indigenous Australia, 2002

The second comparison looks at the types of disabilities reported in the survey. This is shown in Table 17.2, which presents the disability component disaggregated into a list covering:

- those without a disability and/or long-term condition
- those with a disability or long-term condition, and
- for those with a disability, some broad categories of the type of disability/condition.

This information shows that there are no significant differences between the remote figures and the non-remote figures for any type of disability except for the ‘intellectual’ option. Even there, the figures, although statistically significantly different from one another, are very low at 7.7 per cent (non-remote) and 4.9 per cent (remote). Consequently, in the latter tables, only the aggregate level of ‘disability or long-term health condition’ is used.

It should also be remembered that there were significant differences in the methods used to collect the data; see discussion in Biddle and Hunter (in this volume).
Table 17.2. Selected disability characteristics by remoteness

<table>
<thead>
<tr>
<th>Disability status</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has a disability or long-term health condition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has profound core activity restriction</td>
<td>4.0</td>
<td>2.9</td>
<td>3.2</td>
</tr>
<tr>
<td>Has severe core activity restriction</td>
<td>4.9</td>
<td>4.4</td>
<td>4.5</td>
</tr>
<tr>
<td>Disability/restriction not defined</td>
<td>26.5</td>
<td>29.6</td>
<td>28.7</td>
</tr>
<tr>
<td>Total with a disability or long-term health condition</td>
<td>35.4</td>
<td>36.9</td>
<td>36.5</td>
</tr>
<tr>
<td>Has no disability or long-term health condition</td>
<td>64.6</td>
<td>63.1</td>
<td>63.5</td>
</tr>
</tbody>
</table>

**Disability type**

<table>
<thead>
<tr>
<th></th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sight, hearing, speech</td>
<td>14.2</td>
<td>13.5</td>
<td>13.7</td>
</tr>
<tr>
<td>Physical</td>
<td>24.0</td>
<td>23.4</td>
<td>23.6</td>
</tr>
<tr>
<td>Intellectual</td>
<td>4.9</td>
<td>7.7</td>
<td>7.0</td>
</tr>
<tr>
<td>Disability type not specified</td>
<td>16.7</td>
<td>16.1</td>
<td>16.3</td>
</tr>
<tr>
<td>Total with a disability or long-term health condition</td>
<td>35.4</td>
<td>36.9</td>
<td>36.5</td>
</tr>
</tbody>
</table>

a. There is a significant difference between the remote and non-remote data for people with a declared intellectual disability.

Source: ABS (2004c: Table 13)

Health variables by quintile of weekly equivalised gross household income, Indigenous Australia, 2002

The first factor examined is income. Table 17.3 and Figure 17.1 present health status by a very broad measure of household incomes; that is, by weekly equivalised income quintiles. The numbers in Table 17.3 indicate that there is a strong, positive relationship between income and self-assessed health, at least at this level of aggregation. Figure 17.1 also shows that the incidence of disabilities/health conditions falls as household incomes rise. Of course, this table does not indicate the direction of causality; is poor health causing low incomes, or are low incomes causing poor health? It makes a big difference to the policy implications of this analysis if it is poor health that is leading to (i.e. causing) people to have low incomes, or the reverse, that is, if it is the fact that people have low incomes which causes them to have poor health.

Table 17.3. Self-assessed health variables by quintile of weekly equivalised gross household income

<table>
<thead>
<tr>
<th>Self-assessed health status</th>
<th>Lowest %</th>
<th>Second %</th>
<th>Third %</th>
<th>Fourth and fifth %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent/very good</td>
<td>38.0</td>
<td>42.8</td>
<td>49.2</td>
<td>56.7</td>
</tr>
<tr>
<td>Good</td>
<td>32.3</td>
<td>34.2</td>
<td>33.3</td>
<td>32.9</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>29.7</td>
<td>23.0</td>
<td>16.5</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Note: There is a significant difference between the first quintile and the highest two quintile groups for groups with the highest and lowest health status. There is also a weakly significant difference between the second quintile and the first quintile group for those with excellent or very good health and those with fair/poor health.

Source: ABS (2004c: Table 9)
Health indicators by age and gender, Indigenous Australia, 2002

Another important factor to consider is the age and gender profile of the population and hence of health status. These are shown in Table 17.4 and Figure 17.2. The figures show clearly that health is a declining function of age. The figures also show that there are some significant gender differences in health status.

The dispersion of health status varies with age. Whereas there is no difference in the proportion of each age group who reported their health as ‘good’, the proportions reporting better than ‘good’ declines with age and conversely the proportion reporting worse than ‘good’ rises with age. This is true for both males and females.

This is also true for the incidence of disabilities, where the incidence rises with age throughout the entire age range.

In addition, there are some differences between the genders within some age groups, especially at the younger end of the range. In the 15–24 age group, males’ self-assessed health status is significantly better than that for females, although there is no statistical difference in the reported incidence of disabilities. Of young males, 63.9 per cent reported themselves to be in better than good health, compared with only 53.4 per cent of females. Conversely, a higher proportion of females rated themselves to be good or worse.
### Table 17.4. Self-assessed health status by age and gender

<table>
<thead>
<tr>
<th></th>
<th>Aged 15–24</th>
<th>Aged 25–34</th>
<th>Aged 35–44</th>
<th>Aged 45–54</th>
<th>Aged 55 and over</th>
<th>All respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>63.9</td>
<td>53.0</td>
<td>41.1</td>
<td>33.2</td>
<td>15.5</td>
<td>47.1</td>
</tr>
<tr>
<td>Good</td>
<td>29.7</td>
<td>29.9</td>
<td>33.1</td>
<td>26.3</td>
<td>30.7</td>
<td>30.1</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>6.2</td>
<td>16.6</td>
<td>25.7</td>
<td>40.1</td>
<td>53.7</td>
<td>22.5</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>53.4</td>
<td>46.9</td>
<td>37.7</td>
<td>31.1</td>
<td>18.0</td>
<td>41.3</td>
</tr>
<tr>
<td>Good</td>
<td>36.6</td>
<td>36.3</td>
<td>34.9</td>
<td>33.1</td>
<td>27.6</td>
<td>34.6</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>9.9</td>
<td>16.8</td>
<td>27.3</td>
<td>35.8</td>
<td>54.2</td>
<td>24.0</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 3)

#### Figure 17.2. Disabilities by age and gender

Comparing health indicators, Indigenous and non-Indigenous Australia, 2002

The statistics in Table 17.1 above did not provide a comparison with the non-Indigenous population. This is done in Figure 17.3, which compares NATSISS figures with those from the 2002 GSS. In order to provide a meaningful comparison, it is necessary to take into account the differences in the age structure of the Indigenous and non-Indigenous populations. The NATSISS data in Figure 17.3 have been recalculated to provide this comparison. The Indigenous figures in this figure differ from those in the earlier tables because the 2002 GSS covered people aged 18 and over, whereas the 2002 NATSISS included ages 15 and over.

Figure 17.3 clearly shows two important differences. Firstly, these figures confirm that Indigenous health is still way below that for the non-Indigenous population.
The figures in the last two columns indicate that a majority (58.9%) of the non-Indigenous population enjoys ‘excellent’ or ‘very good’ health, but only one in three (35.2%) Indigenous Australians report their health thus. At the other extreme, twice as many Indigenous people report their health as ‘fair’ or ‘poor’ compared to the non-Indigenous population (32.7% and 16.1% respectively).

Secondly, when the populations are standardised for age, the difference between the remote and non-remote Indigenous populations for the ‘good’ category becomes statistically significant, while it is only weakly significant in Table 17.1 for the non-standardised figures.

Due to the differences in the way the disability information was collected for the two sub-surveys in the 2002 NATSISS, it is not possible to compare disabilities data from the remote sub-survey with those from the GSS. This limits any comparison with the non-Indigenous population to non-remote areas only. The incidence of disabilities is almost twice as high among the Indigenous population (at 56.6%) as it is among the non-Indigenous population (40.1%).

**Figure 17.3. Self-assessed health status by Indigenous status, non-remote areas**

![Graph showing self-assessed health status by Indigenous status](image)

Source: ABS (2004c: Table 4). Non-Indigenous data are from the 2002 GSS.

**Indigenous health, Australia, 1994 and 2002**

Has Indigenous health improved between 1994 and 2002? Table 17.5 presents a comparison of these broad indicators with the corresponding figures derived from the 1994 NATSIS. This comparison is only presented for the self-assessed health status, as it is not possible to derive a similar measure for disabilities from

---

8 It seems redundant to state that this difference is very statistically significant.
the 1994 NATSIS. The figures in Table 17.6 indicate that the situation has actually worsened, at least if any credence is to be given to these figures.

Although the same proportion reported health as ‘excellent’ or ‘very good’ (45.3% and 44.1% with no statistical significance between these two figures), there was a shift from the ‘good’ category to the ‘fair’ and ‘poor’ categories. The good category fell from 37.1 per cent to 32.4 per cent, while the fair and poor categories rose correspondingly (17.5% to 23.3%), with all these differences being statistically significant.

Table 17.5. Indigenous health, Australia, 1994 and 2002

<table>
<thead>
<tr>
<th>Self-assessed health status</th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent/very good</td>
<td>45.3</td>
<td>44.1</td>
</tr>
<tr>
<td>Good b</td>
<td>37.1</td>
<td>32.4</td>
</tr>
<tr>
<td>Fair/poor b</td>
<td>17.5</td>
<td>23.3</td>
</tr>
</tbody>
</table>

a. The content of this table has been restricted to those items that are comparable between 1994 and 2002.
b. There is a significant difference between 1994 and 2002 estimates for those with good and fair or poor health.

Source: ABS (2004c: Table 6)

However, I caution against reading too much into these figures without further analysis. It is possible that these figures are hiding some improvements, and may be picking up a fallacy of composition problem.

For example, these figures could be reflecting improvements in health care that have saved lives but left the people in poor health. Alternatively, these figures could reflect a greater awareness of poor health issues over time. Further, the figures could be reflecting better sampling design and administration. Most likely, a combination of all three of these is important.

What the inter-year comparison should really be trying to ascertain is: Are individuals getting healthier over time? I’d like to know if people aged ‘X’ in 1994 were reporting better health positions in 2002 when they were aged ‘X+8’.

In any event, these figures give a very superficial picture of the changes over time. Considerably more analysis is required on this aspect.

I also recall that at the CAEPR conference held to discuss the results from the 1994 NATSIS, Anderson and Sibthorpe (1996) stressed that the use of self-assessed health status was a comparatively recent phenomenon. They highlighted some issues with this measure in a sample where over 80 per cent of the respondents declared themselves to be in good or better health, yet it was widely known that Indigenous health levels were low. This may simply reflect the fact that if people do not have good access to health services, they may well have undiagnosed health problems. Alternatively, their perception of what is good health may be different from what is considered the norm for ‘good’ in other situations. As one example, Anderson and Sibthorpe (1996) noted that a research
paper based on the 1995 NHS reported that one half of all people with diabetes considered themselves to be in good health.

Health characteristics by non-school qualification and highest year of school completed, Indigenous Australia, 2002

We now turn our attention to education, measured by two broad categories of educational achievement: attainment of a post-secondary school qualification, and years of completed schooling. Table 17.6 presents the results for the post-school qualification, and for those without such a qualification, by years of completed schooling. Schooling here excludes tertiary level education; that is, it only refers to primary and secondary schooling. The qualifications measure is very heterogeneous, covering anything from a trade certificate to a university higher degree.

Table 17.6. Non-school qualification by highest year of school completed by selected health characteristics

<table>
<thead>
<tr>
<th>Self-assessed health status</th>
<th>Does not have a non-school qualification</th>
<th>Has a non-school qualification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 9 or below (^a)</td>
<td>Completed Year 10 or Year 11 Completed Year 12</td>
<td>Total without qualification</td>
</tr>
<tr>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>30.7</td>
<td>47.1</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>35.1</td>
<td>17.7</td>
</tr>
<tr>
<td>Has a disability or long-term health condition</td>
<td>49.7</td>
<td>29.9</td>
</tr>
</tbody>
</table>

\(^a\) Excludes people who were attending secondary school.
\(^b\) Includes people who never attended school. Year of schooling is only shown for those who do not have a non-school qualification.

Source: ABS (2004c: Table 7)

Table 17.6 shows that although there is no statistical significance at the ‘aggregate’ level—that is, between those with and without a non-school qualification—there are some very significant differences within the group without non-school qualifications, as follows:

- there is a clear trend among those without post-schooling qualifications
- those who have completed Year 12 are far healthier than those who have not, and have fewer disabilities
- in turn, those who have completed Years 10/11 are healthier than those who have only completed Year 9, and have fewer disabilities, and
- those who completed Year 11 or Year 12, but have no non-school qualifications, are healthier than those with non-school qualifications, and have fewer disabilities.
It is likely that this trend is really capturing the fact that more and more Indigenous people are completing high school (i.e. Year 12). By default, these people are younger than those who previously only completed Year 9, and as younger Indigenous people tend to be healthier, these figures follow. Biddle (2005) tested a number of hypotheses concerning the inter-relationships between age, education and health. He shows a clear positive (negative) relationship between poor (good) health and age which is mitigated by higher educational attainment; see, in particular, his Figure 4 (Biddle 2005: 24).

### Health characteristics by labour force status, Indigenous Australia, 2002

It is also widely acknowledged that there is a link between health status and employment prospects in the labour market; see, for example, Booth and Carroll (2005). Table 17.7 and Figure 17.4 present the evidence from the 2002 NATSISS. As is now standard with Indigenous employment statistics, the employment figures are disaggregated between CDEP and non-CDEP. The figures presented tell a very interesting story about the link between health and employment. However, as with the other tables, it does not indicate in what direction the causality is directed.

**Figure 17.4. Labour force status by self-assessed health**

![Bar chart showing the proportion of the labour force status by self-assessed health, with categories for Excellent/very good and Fair/poor, differentiated by Non-CDEP, CDEP, Unemployed, and NILF. Source: ABS (2004c: Table 8).]
Table 17.7. Labour force status by disabilities

<table>
<thead>
<tr>
<th>Has a disability or long-term health condition</th>
<th>Employed CDEP %</th>
<th>Employed Non-CDEP %</th>
<th>Unemployed Total %</th>
<th>Not in labour force %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>31.2</td>
<td>24.4</td>
<td>26.2</td>
<td>35.2</td>
</tr>
</tbody>
</table>

a. The differences between ‘non-CDEP employed’ and ‘unemployed’ is statistically significant at the 10% level, whereas the difference between ‘total employed’ and ‘unemployed’ is statistically significant at the 5% level.

Source: ABS (2004c: Table 8)

These figures indicate a significant difference in health status between those employed and those unemployed for the ‘fair/poor’ category (see Fig. 17.4) and for those with disabilities (Table 17.7). However, the gap for the ‘excellent/very good’ categories (i.e. 52.5% against 46.3%) is not even weakly statistically significant.

Within the employed groups, there are significant differences in each category. Those in non-CDEP employment are significantly healthier and have fewer disabilities than those in CDEP employment. Indeed, and not surprisingly, those in CDEP employment have health statuses identical to those for the unemployed for all practical purposes. That is, the gaps between the figures for CDEP employment and for unemployed are not statistically significant for any row.

Further, the gaps between the unemployed and those outside the labour force are statistically significant. The unemployed are healthier and have fewer disabilities than do those outside the labour force.

Disability status and self-assessed health status by age

The relationship between health status and the incidence of disabilities for the older population is also revealing, as is demonstrated in Table 17.8. The emphasis in that table is on the impact of age on the two measures of health.

Comparing those without disabilities—that is, columns 2 and 4—it is clear that health status deteriorates with age even without disabilities. For those aged under 50, the majority (59%) rated themselves in better than good health, and only 8 per cent considered themselves to be in fair or poor health. Conversely, only 39 per cent of those aged over 50 with no disability rated themselves as in better than good health, and 16 per cent rated themselves in fair or poor health.

Similarly, for those with disabilities, columns 1 and 3, a significantly larger percentage of the older group considered themselves to be in bad health. For those aged 50 or over, the vast majority (68%) are in fair or poor health—up from 39 per cent for those under 50. Conversely, only 11.6 per cent of those aged over 50 with a disability rated themselves as in better than good health, compared to 25.1 per cent of those under 50.
Table 17.8. Self-assessed health status by age and disability

<table>
<thead>
<tr>
<th></th>
<th>15–49 Years</th>
<th>50 Years or over</th>
<th>All respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Disability</td>
<td>No disability</td>
<td>Disability</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>25.1</td>
<td>59.4</td>
<td>11.6</td>
</tr>
<tr>
<td>Good</td>
<td>35.6</td>
<td>32.2</td>
<td>19.9</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>39.1</td>
<td>8.2</td>
<td>68.3</td>
</tr>
</tbody>
</table>

a. Includes people with a long-term health condition.
b. Statistics in italics indicate that the difference between ‘disability’ and ‘no disability’ data is statistically significant.

Source: ABS (2004c: Table 10)

Indigenous health indicators by State/Territory and Australia, 2002

Also of interest are the regional variations, as measured by State and Territory boundaries. These figures are shown in ABS (2004c: Table 2). Compared to the national figures, there are significant differences, as follows:

- in the Northern Territory, Indigenous people are healthier and have fewer disabilities
- in Victoria, Indigenous people are less healthy and have more disabilities
- in the ACT, fewer Indigenous people are in poorer health, but there is no difference in disabilities
- in New South Wales, more Indigenous people are in poorer health, but this figure is only weakly significant
- in Tasmania, there are no differences in health status but more disabilities.

It is worth highlighting the fact that on all measures, Queensland reflects the national averages. None of the Queensland statistics are significantly different from the national averages. This supports the position taken earlier to not present separate figures for the Torres Strait Islander population, all of whom are in Queensland.

Concluding remarks

There is a wealth of information on health contained in the 2002 NATSISS. This chapter has provided an overview of the data and offered some insights into these data. One particular conundrum of interest is the comparison with the 1994 NATSIS. If taken at face value, that comparison indicated that Indigenous health has gone backwards in the intervening eight years. This raises doubts more about the reliability of the 1994 data than about the efficacy of health expenditures.

It is unfortunate that there were such differences in the methodology and coverage on the two sub-samples—the remote versus non-remote areas.
samples—which has resulted in some restrictions on the validity of comparisons on key health data between the two types of localities.

The analysis does highlight the complex interactions between a person’s health and key socioeconomic factors such as education, employment, age and gender. Nevertheless, the 2002 NATSISS provides strong evidence that there is still much work and effort required before it can be concluded that the gap between Indigenous and non-Indigenous health standards has been substantially reduced, let alone eliminated.
18. Substance use in the 2002 NATSISS

Tanya Chikritzhs and Maggie Brady

It is important at the outset to acknowledge with candour that questioning Aboriginal or Torres Strait Islander people about their use of alcohol and other drugs is always fraught with difficulty, whatever the circumstance. As Anderson and Sibthorpe (1996: 118–134) observed of the 1994 NATSIS, one wonders about the subjective meanings that might be attached to such questions, what are the perceptions of personal risk that might be attached to such questions, and what interviewees understand to be the purpose of such information. Questions of this sort can meet with resistance, underestimation and ‘fudging’ even if asked privately by a health professional and in an ostensibly ‘safe’ environment such as an Indigenous health service (Brady et al. 2002). Usually, health service providers will ask such questions only after having first put people at ease, opening the discussion on alcohol and other drugs by phrasing questions colloquially and/or by first having the results of preliminary screening to hand.

Reliable survey estimates of substance use that specifically address Indigenous populations are important for several reasons. They provide a measure of the prevalence of substance use among Indigenous people for males and females and for a range of ages; such information is not available from any other source. For example, Indigenous alcohol consumption cannot be identified from per capita alcohol consumption estimates. When surveys are conducted regularly and consistently, they can also be used to measure changes in use over time. Survey estimates of the population prevalence of tobacco, alcohol and other drug use are a vital component in the estimation of ‘population aetiological fractions’ for these substances—the degree to which a substance can be said to cause various diseases and injuries in a certain population. Accurate prevalence estimates of alcohol consumption are therefore necessary for the estimation of alcohol-attributable deaths and hospitalisations. In turn, reliable estimates of levels of alcohol-related harms can be used to inform the allocation of funding and resources for prevention and treatment programs (Gray et al. 2002).

For a national survey to be of local relevance, it needs to:

• contain sufficient numbers of respondents from Indigenous populations throughout Australia
• include a broad range of ages and both sexes, and
• use appropriate methods for measuring drinking levels and patterns.
It should be kept in mind that although alcohol survey methods have improved in recent years (Stockwell et al. 2004), when compared to per capita consumption estimates from wholesale data, past surveys have always dramatically underestimated alcohol consumption.

**Overview of the 2002 NATSISS methods in relation to substance use**

In their chapter to this volume, Biddle and Hunter describe the survey methods used by the 2002 NATSISS in detail. This section will briefly review those methods with a specific focus on the collection of information in relation to alcohol, tobacco and other substances (e.g. illicit substances). It is worth pointing out here that we use the term ‘substance use’ to include alcohol and tobacco use, as is the normal practice in the alcohol and other drugs area, whereas in the NATSISS ‘substance use’ seems to refer only to other drugs, including illicit drugs.

**Selecting a representative sample**

The 2002 NATSISS used distinctly different sets of methods for sampling Indigenous populations. These methods were not applied at random or equivalently throughout the Indigenous population of Australia but were purposely targeted at specific sub-populations largely relating to geographic location. Thus, the sampled population was effectively divided into two parts:

1. A random sample of households from *discrete* Indigenous communities and the outstations associated with them in areas of Queensland, South Australia, Western Australia and the Northern Territory. This was known as the CA sample. Although it is not entirely clear, the ABS has suggested that the majority of respondents sampled using this method were resident in *very remote* areas as distinct from remote areas (i.e. using ARIA classification)—see Biddle and Hunter in this volume. Approximately 23 per cent of the total 9359 respondents were sampled in this way.

2. The remaining respondents were resident in NCAs and were selected using a stratified multi-stage area sample based on the 2001 Census. A random selection of dwellings within selected census CDs was then screened to assess Indigenous status of usual residents. According to the ABS, an insufficient number of households with Indigenous residents were initially collected, so additional CDs were sampled during February to April 2003. The majority of respondents to the 2002 NATSISS were sampled using this method.

Those who lived in remote regions but *not in* discrete Indigenous communities were sampled using only the NCA method.
Asking about drug use in the 2002 NATSISS

Two main methods were used for asking about drug use in the 2002 NATSISS:

- face-to-face interviewer questioning of the respondent requiring a verbal response, using either computer assisted or pen and paper methods, or
- voluntary, confidential (i.e. self-sealed), self-complete questionnaire.

The voluntary self-complete option was exclusively available to respondents of NCAs who agreed to answer questions on illicit drug use. For both alcohol and tobacco use, only face-to-face interviews were used. In addition, the self-complete questionnaire on illicit drug use was not available to residents living in CAs and these respondents were required to submit their responses verbally to an interviewer.

Tobacco

From the non-remote areas questionnaire, it can be ascertained that three questions were asked about tobacco use during face-to-face interviews. They were:

- Do you currently smoke?
- Do you smoke regularly, that is, one smoke a day or more?
- Have you ever smoked regularly (that is, one smoke a day or more)?

Residents of CAs were similarly asked about smoking behaviour.

Alcohol

The alcohol questions used in the 2002 NATSISS were different from those of the 1994 NATSIS. For the 2002 survey, respondents were asked to estimate how often they drank in the last year and the quantity and type of alcohol they usually consumed on a drinking day. These were later converted to standard drinks by the interviewer. The quantity/frequency method is adequate for estimating rates of abstainers but is known to result in underestimation of the volume of alcohol people drink per occasion (Stockwell et al. 2004).

Illicit drug use

The 2002 NATSISS asked respondents about their use of substances other than alcohol and tobacco, referring to this group of drugs as ‘substance use’. The ‘substance use’ questions included the use of a range of drugs for non-medical purposes and were based on questions used in the NDSHSs. In the survey, ‘substance use’ included analgesics, tranquillisers, amphetamines, marijuana, heroin, cocaine, hallucinogens (both synthetic and naturally occurring), ecstasy and other designer drugs, petrol and other inhalants, and kava. Respondents were asked to report on their use in the last 12 months or if they had ever used any of these substances. Unfortunately, however, according to the ABS (2004c),
information on substance use will not be released for residents of remote areas ‘due to data quality concerns’ (see p.79), largely arising from the manner in which the questions were asked (i.e. face-to-face interview requiring a verbal answer). In effect, therefore, the findings of the 2002 NATSISS in relation to illicit drug use are limited to non-remote populations and cannot be used to inform overall levels of use among Indigenous people (since use in over 20% of the sample is not accounted for).

**Estimates of Indigenous drug use from the 2002 NATSISS**

The results of the 2002 NATSISS in relation to substance use (i.e. tobacco, alcohol and illicit drugs) have been summarised by the ABS (2004c).

Table 18.1. Drug use among Indigenous Australians: results from the 2002 NATSISS

<table>
<thead>
<tr>
<th>Risk behaviour/characteristics</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoker status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current daily smoker</td>
<td>50.4</td>
<td>48.0</td>
<td>48.6</td>
</tr>
<tr>
<td>Occasional smoker</td>
<td>2.9</td>
<td>2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>Ex-smoker</td>
<td>11.5</td>
<td>16.7</td>
<td>15.3</td>
</tr>
<tr>
<td>Never smoked</td>
<td>32.7</td>
<td>33.3</td>
<td>33.2</td>
</tr>
<tr>
<td>Alcohol consumption level in last 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low risk</td>
<td>32.2</td>
<td>51.3</td>
<td>46.1</td>
</tr>
<tr>
<td>Risky</td>
<td>10.0</td>
<td>9.4</td>
<td>9.6</td>
</tr>
<tr>
<td>High risk</td>
<td>6.8</td>
<td>5.1</td>
<td>5.6</td>
</tr>
<tr>
<td>Any alcohol use</td>
<td>53.6</td>
<td>75.3</td>
<td>69.4</td>
</tr>
<tr>
<td>Did not consume alcohol in last 12 months</td>
<td>46.4</td>
<td>24.7</td>
<td>30.6</td>
</tr>
</tbody>
</table>

**Type of substance used in last 12 months**

<table>
<thead>
<tr>
<th>Used substances in last 12 months</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analgesics and sedatives for non-medical use</td>
<td>-</td>
<td>4.4</td>
<td>-</td>
</tr>
<tr>
<td>Amphetamines or speed</td>
<td>-</td>
<td>4.7</td>
<td>-</td>
</tr>
<tr>
<td>Marijuana, hashish or cannabis resin</td>
<td>-</td>
<td>19.1</td>
<td>-</td>
</tr>
<tr>
<td>Kava</td>
<td>-</td>
<td>0.6</td>
<td>-</td>
</tr>
<tr>
<td>Total used substances in last 12 months</td>
<td>-</td>
<td>23.5</td>
<td>-</td>
</tr>
</tbody>
</table>

a. Respondents may have indicated more than one response per category. Data only available for non-remote areas. ‘Substances’ includes heroin, cocaine, hallucinogens, designer drugs, petrol and other inhalants.

Source: ABS (2004c: 40)

According to the 2002 NATSISS, almost one half of Indigenous respondents were current daily smokers. In comparison, non-Indigenous current tobacco use has been estimated by the 1998 and 2001 National Drug Strategy Household Surveys to be around 25 per cent and 23 per cent respectively—less than half that for the Indigenous population (Higgins, Cooper-Stanbury & Williams 2000).

According to the 2004 NDSHS, smoking rates among the non-Indigenous population have declined since 2001 (AIHW 2005).
The ABS identified a 90 per cent response rate to its self-complete ‘substance use’ questionnaire (administered in NCAs but not CAs). However, as discussed earlier, the ABS has only reported on illicit substance use by respondents who resided in NCAs. With this qualification in mind, 19.1 per cent of Indigenous respondents claimed to have used cannabis in the previous 12 months. The 2001 NDSHS has estimated that among the non-Indigenous population, cannabis use in the last 12 months was about 13 per cent (AIHW 2002). More Indigenous respondents reported having used cannabis in the last 12 months than any other illicit substance—including amphetamines (4.7%) and kava (0.6%). Less than 5 per cent of respondents reported having used analgesics or sedatives for non-medicinal purposes.

In relation to the proportion of respondents who did or did not use ‘substances’ in the last 12 months, the summary table given in the ABS report presents some conflicting results. The last two lines of the table show: ‘Total used substances in last 12 months’ and ‘Did not use substance in last 12 months’, the proportions for which are given as 23.5 per cent and 16.2 per cent respectively. These two figures are irreconcilable, and it would appear that an error has been made in at least one of these totals.²

According to the 2002 NATSISS, 30.6 per cent of all Indigenous participants reported being abstinent from alcohol in the past 12 months. Respondents who lived in remote regions were almost twice as likely as those living in non-remote areas to report no alcohol consumption in the previous 12 months (46.4% versus 24.7%). In addition, 46.1 per cent of all respondents reportedly drank at levels that placed them at low risk for alcohol related harms. Of the remaining 23.3 per cent of the sample, 15.2 per cent were reported as having drunk at levels that placed them at risky or high risk for alcohol related harm.³ However, a substantial proportion of the sample (8.1%) was not accounted for in the summary of drinking patterns provided in the ABS (2004c) (i.e. levels reported on p.40 do not add up to 100%). It is possible that these respondents either refused to respond to questions about alcohol use or they gave responses that were problematic.

Previous reviews that have compared Indigenous and non-Indigenous alcohol use in Australia have found that although Indigenous people are more likely to abstain from alcohol, they are also more likely to drink at risky/high-risk levels for alcohol-related harm than their non-Indigenous counterparts (e.g. Gray et al. 2004). The 2001 NDSHS estimated that among the non-Indigenous population Australia-wide, 17.8 per cent abstained from drinking alcohol (i.e. had not drunk

² The ABS confirmed that the summary table is subject to typographical error at CAEPR conference and that these values are incorrect. We await further information from the ABS.

³ It is not clear from the ABS report whether the drinking patterns reported were in relation to the latest Australian drinking guidelines for acute or chronic harms (i.e. NHMRC 2001) or a composite of both.
in the last 12 months)—about half that estimated for the Indigenous population by the 2002 NATSISS. In addition, some 71.7 per cent of non-Indigenous respondents reported drinking at low-risk levels for alcohol-related harms, while the remaining 10.4 per cent drank at risky or high-risk levels. The recently released results of the 2004 NDSHS confirm that levels of drinking have remained relatively stable among the non-Indigenous population (AIHW 2005b). In summary, therefore, according to the results of the 2002 NATSISS and the 2001 NDSHS, the comparative discrepancy between Indigenous and non-Indigenous risky/high-risk use of alcohol in recent years was less than 5 per cent (see Fig. 18.1).

Figure 18.1. A comparison of Indigenous and non-Indigenous drinking levels, from the 2002 NATSISS and the 2001 NDSHS

![Bar chart showing percentage of respondents in different alcohol consumption levels](chart.png)

Source: ABS (2004c: Table 13) and AIHW (2005b).

The small apparent difference between Indigenous and non-Indigenous risky/high-risk alcohol consumption suggested by the 2002 NATSISS results is particularly surprising given recent comparisons of alcohol-attributable hospitalisations for the two populations. For example, data cited by the SCRGSP (2005) noted that in 2002–03 the rate of hospital admission among Indigenous males was between two and seven times greater than for non-Indigenous males (see Table 18.2). This was for conditions related to high levels of alcohol use, such as acute alcohol intoxication, alcoholic liver disease, harmful use, and alcohol dependence.

---

4 These summaries are not available in the AIHW detailed findings report. They were calculated by the National Alcohol Indicators Project for the 2003 report on Australian Alcohol Indicators (Chikritzhs et al. 2003).
Table 18.2. Indigenous and non-Indigenous rates of hospitalisation (per 1000) for a selection of alcohol-attributable conditions 2002–03

<table>
<thead>
<tr>
<th>Condition</th>
<th>Indigenous rate</th>
<th>Non-Indigenous rate</th>
<th>Rate ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute intoxication</td>
<td>3.5%</td>
<td>0.5%</td>
<td>7.0%</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>2.4%</td>
<td>1.0%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Alcoholic liver disease</td>
<td>1.5%</td>
<td>0.3%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Harmful use</td>
<td>0.4%</td>
<td>0.1%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

Source: SCRGSP (2005: Table 8A.2.2)

Other studies have shown that the rate of death from wholly alcohol-caused conditions (e.g. alcoholic liver cirrhosis, alcohol dependence) among residents of WA, SA and the NT is almost eight times greater for Indigenous males than for non-Indigenous males and 16 times greater for Indigenous females (Chikritzhs et al. 2000). The level of alcohol-attributable death among young Indigenous Australians (aged 15–24 years) has also been shown to be almost three times greater than for their non-Indigenous counterparts—with the divergence between the two populations apparently increasing in recent years (Chikritzhs & Pascal 2004). The Indigenous National Alcohol Indicators Project has also estimated the crude rate of alcohol-attributable deaths among Indigenous Australians versus the general population from 1999 to 2002. As shown in Figure 18.2, the rate of death from alcohol-attributable conditions is over two and a half times greater for Indigenous people than for the general population, and the relative proportions have not changed substantially in recent years.

5 Alcohol-attributable crude death rates have been derived from the data held by the Indigenous National Alcohol Indicators Project at the National Drug Research Institute, and have been specifically produced for this report. Age standardised rates are not yet available.
Figure 18.2. Estimated national alcohol-attributable death rates for Indigenous people versus the general Australian population

Source: Customised cross-tabulations from the National Alcohol Indicators Project alcohol-attributable mortality database, National Drug Research Institute, Perth.

How do the 2002 NATSISS results compare with other national surveys of Indigenous drug use?

To date, only five national surveys with moderate to large sample sizes have specifically addressed Indigenous alcohol consumption throughout Australia. They include the:

- 1994 National Drug Strategy Household Survey Urban Aboriginal and Torres Strait Islander Peoples Supplement (NDSHS) conducted by AGB McNair on behalf of the Commonwealth Department of Human Services and Health (CDHSH 1996)
- 1994 NATSIS (ABS, 1995b)
- 1995 NHS (ABS 1999)
- 2001 NHS (ABS 2002a), and

The latter four surveys were conducted by the ABS. A range of small local surveys have also been conducted but they are generally not suitable for comparisons between regions (see Saggers & Gray 1998). This section compares the results of the 2002 NATSISS with those derived for the Indigenous population by the 1994 NATSIS, the 2001 NHS and the 1994 NDSHS.

1994 NATSIS

The most obvious starting point for comparison with the 2002 NATSISS outcomes for substance use is the 1994 NATSIS. Unfortunately, the use of incompatible methods and different questions applied in the two surveys has limited the
comparisons that can be drawn between them. The ABS has limited its own tabulated comparisons to estimates of current smokers and the proportion of respondents who drank alcohol in the past 12 months, with no comparisons possible for illicit substances.

Despite sampling differences, the two surveys estimated similar levels of current smokers—51.7 per cent in 1994 and 50.9 per cent in 2002. Likewise, the estimated proportions of Indigenous people who abstained from alcohol in the last 12 months were 32.4 per cent in 1994 and 30.6 per cent in 2002. It is not possible however, to compare the proportion of drinkers consuming alcohol at various levels (i.e. low, risky, high risk) between these two surveys. In summary, although the comparisons are severely limited, there is no strong evidence of change over time in tobacco and alcohol use—on these two measures, at least.

The 2001 NHS

It is also useful to compare the 2002 NATSISS with the 2001 NHS (ABS 2002b). Given the temporal proximity of these two surveys—and if both had adequately and reliably measured drug use—then all other things being equal, we would expect to find similar national estimates.6

The 2001 NHS included respondents from both remote and non-remote areas of Australia but did not include an especially large number of respondents (1853 adults) (ABS 2002b). (Indeed, due to the small sample size, the ABS limited the scope of all publications to reporting at a national level.) Nevertheless, among Indigenous respondents, the estimated proportion of current smokers from the 2001 NHS was about 51 per cent—a few points higher than that estimated by the 2002 NATSISS (48.6%).

With regard to patterns of alcohol use, the method used by the 2001 NHS was especially problematic. Although a quantity–frequency method was applied for measuring alcohol consumption, the survey only asked about drinking that had occurred in the week before the interview (those who did not drink in the previous week recorded no alcohol consumption). What is more, only details of the three most recent drinking days during that week were recorded. The shortcomings of this method have been well documented elsewhere (e.g. Rehm et al. 1999; Stockwell et al. 2004; WHO 2000)—especially in relation to underestimated levels of consumption and numbers of episodic drinkers (i.e. binge drinkers). In particular, since the drinking patterns of a large proportion of Indigenous drinkers tend to be intermittent and clustered around fortnightly payment of social security entitlements, the ‘three day method’ used was particularly prone to underestimation of total alcohol consumption and ill-equipped to measure Indigenous alcohol consumption.

6 The 2001 NHS did not ask Indigenous respondents about illicit drug use.
Keeping in mind the shortcomings of the survey method applied in the 2001 NHS, it was reported by the ABS that 42 per cent of Indigenous respondents drank in the week before the interview (58% were abstinent in the previous week) and 29 per cent of those who drank consumed alcohol at risky or high-risk levels (ABS, 2001a). From this we can deduce that 12 per cent of all Indigenous respondents drank at risky/high-risk levels, while the remaining 30 per cent drank at low-risk levels in the previous week.\(^7\)

### 1994 NDSHS Urban Aboriginal and Torres Strait Islander Peoples Supplement

The only major population survey that has focused specifically on substance use among Indigenous Australians is the *1994 NDSHS Urban Aboriginal and Torres Strait Islander Peoples Supplement* (CDHSH 1996).\(^8\) Despite its age, this survey is arguably the most reliable to date (Gray et al. 2004). Indeed, a comparison between the 1994 NDSHS and the 2002 NATSISS is perhaps the most revealing measure of the shortcomings of the latter survey.

The 1994 NDSHS was conducted in response to recommendations by the Royal Commission into Aboriginal Deaths in Custody. It was conducted by AGB McNair on behalf of the then Commonwealth Department of Human Services and Health. As part of the survey, face-to-face interviews were conducted with 2993 Indigenous people aged 14 years and older residing in ‘urban centres’ of Australia. Urban centres were defined as either ‘major’ or ‘other’ but were required to include a minimum of 1000 people for inclusion in the survey (the majority of Indigenous Australians reside in such centres) (CDHSH 1996).

The 1994 NDSHS estimated that about 54 per cent of respondents were ‘current’ smokers (i.e. smoked in the previous 12 months)—about 4 percentage points higher than that reported by both the 2002 NATSISS (48.6%) and the 2001 NHS (51%). This may indicate a possible reduction in the proportion of Indigenous smokers over the period between surveys. Others have also noted that apparent declines had occurred in the proportion of current smokers between 1994 and 1998 (Gray et al. 2004). In relation to those who have ‘ever smoked’, there was also an apparent decline, with the 1994 NDSHS estimating about 77 per cent of the sample as having ever smoked, compared to about 67 per cent from the 2002 NATSISS. Nevertheless, the prevalence of smoking among Indigenous people remains about twice as high as that for non-Indigenous people (Gray et al. 2004).

---

\(^7\) Although questions about drinking in the last two weeks were asked by the 2002 NATSISS, concerns regarding the methodological approach have restricted publication of the results. However, personal communication with the ABS has identified that the proportion of respondents reporting risky/high-risk use in the last two weeks of the 2002 NATSISS was substantially higher than the proportion of respondents reporting the same level of drinking in the last 12 months.

\(^8\) With the exception of the—as yet—unpublished 2004 NHS.
Some 48 per cent of Indigenous participants in the 1994 NDSHS reported having ever used cannabis and 22 per cent had used in the last 12 months. According to the 2002 NATSISS, about 19 per cent of respondents residing in NCAs had used cannabis in the previous 12 months. In the 1994 NDSHS, 19 per cent of Indigenous participants reported using an illicit drug other than cannabis. The summary of results from the 2002 NATSISS regarding ‘substance use’ indicates that the overall estimated proportion of residents in NCAs that had used a substance in the last 12 months was 23.5 per cent (ABS 2004c). Nineteen per cent had used cannabis in the last 12 months and a total of 9.7 per cent had used other drugs listed in the report (i.e. analgesics, amphetamines, sedatives, kava). Given this, it would appear (although it is difficult to tell definitively from the report because not all drugs were listed) that somewhere in the order of 10 per cent of respondents had used drugs other than cannabis in the recent past. This is a much smaller proportion than that estimated by the 1994 NDSHS. However, comparisons between the two surveys—and therefore any consideration of changes over time—are complicated by the fact that the 2002 NATSISS findings in relation to illicit drug use are specifically limited to non-remote Indigenous populations. In addition, it is worth noting that the standard errors in relation to reported kava use were considerable (between 25% and 50%) (ABS 2004c).

The 1994 NDSHS used a standard quantity-frequency method for estimating ‘usual’ alcohol consumption—as did the 2002 NATSISS. This method is adequate for estimating rates of abstainers but will result in underestimation of the volume of alcohol people drink per occasion (Stockwell et al. 2004). Most importantly, questions about alcohol in the 1994 NDSHS were contained in a confidential sealed section for self-completion by the respondent, so no direct questioning from the interviewer was required.

In relation to alcohol, results from the 1994 NDSHS showed that about 38 per cent of Indigenous people living in urban centres had not drunk alcohol in the previous year, compared to 28 per cent of the general population (CDHSH 1996). Thus, Indigenous people were more likely to be non-drinkers than members of the general population. In fact, the 1994 NDSHS reported a greater proportion of Indigenous respondents as being abstinent in the last 12 months than did the 2002 NATSISS (30.6%). Nevertheless, based on amounts usually consumed, the 1994 NDSHS estimated that 82 per cent of all Indigenous current drinkers were considered at risk or high risk compared to 28 per cent of non-Indigenous drinkers (CDHSH 1996). Overall, therefore, an estimated 51 per cent of all Indigenous respondents to the 1994 NDSHS were considered to be drinking at risky or high-risk levels for alcohol-related harm—over three times greater than that estimated by the 2002 NATSISS. Reported levels of alcohol consumption from the 2002 NATSISS, 2001 NHS and 1994 NDSHS have been summarised in Figure 18.3.
Another surprising finding was that a higher percentage of Torres Strait Islander people than Aboriginal people were found to have risky or high-risk alcohol consumption (see Fig. 18.4).

**Figure 18.4. 2002 NATSISS, Aboriginal and Torres Strait Islander risky/high-risk alcohol consumption**

Source: ABS (2004c: Table 1).

**What can be said about the results of the 2002 NATSISS?**

All the surveys identified above have sought to inform on Indigenous substance use, yet they are all different and each of them has its limitations—some more serious than others. It is difficult to reliably compare results between surveys
that do not have very similar methods, particularly where they vary in relation to sample selection, survey design and administration (e.g. questionnaire). Errors related to sampling can often be estimated and due consideration given to interpretation of the results. However, non-sampling error—such as may arise in the actual process of questioning respondents about their drug use—is less likely to be immediately obvious and the extent of it can rarely be measured. Variation between surveys also makes it difficult to determine whether differences which may appear over time or between populations are, in fact, real, rather than aberrations of the methods applied.

So, what can be said about the results of the 2002 NATSISS in relation to Indigenous drug use, and with what level of confidence? In short, this is a thorny question and one which is best served by examining some of the likely sources of error in relation to substance use from the NATSISS. These are discussed below.

**Exclusion of residents living in non-private dwellings**

Collecting information only from those living in private dwellings will arguably have a greater impact on responses to questions on the topic of alcohol and other drug use than on many other topics. Numerous Indigenous people living in hostels, short-stay caravan parks, prisons and other correctional facilities, hotels and hospitals were excluded. Alcohol-dependent people and problem drinkers in any population will be under-represented in household surveys, as Stockwell et al. (2004) have pointed out. They are more likely to be of no fixed abode, to be in an unfit state to participate, more likely to be incarcerated, and reluctant to discuss their drinking. Larson (1996) among others, has pointed out that many Aboriginal drug users (especially injectors) have insecure accommodation, are itinerant, or are living in supported accommodation and rehabilitation centres. One can conclude then, that the NATSISS would have missed numerous users of illicit drugs during the 2002 survey, as well as many problem drinkers for the same reasons.

**Insufficient data on drinking patterns**

Two ‘big’ questions that are important to alcohol researchers working on Indigenous data are the extent of drinking to the point of intoxication (i.e. binge drinking), and whether more people are becoming abstainers. Binge drinking is proving to be increasingly important as a predictor of physical harm, and is usually defined as drinking in order to get drunk in a short time. The number of drinks consumed per occasion is an important risk factor for death from injury, whereas frequency of consumption is not. There is a developing consensus (based largely on studies of alcohol-related mortality in the former Soviet Union) that repeated binge drinking is linked to sudden cardiac death, increased risk of thrombosis and high blood pressure (Hemstrom 2001; Room 2001). The 2002
NATSISS asked ‘when you drink, how much do you usually drink in a day’, rather than ‘how often do you have six or more drinks on one occasion’, which is the preferred ‘binge’ question. On the second big question—that is, the proportion of individuals who had quit drinking—the 2002 NATSISS did not have a question on being an ex-drinker (although they did have a question on being an ex-smoker).

Lack of confidentiality leading to unreliable responses

Despite its lack of intrinsic appeal, the decision to avoid the use of self-completed questionnaires in CAs for illicit ‘substance use’ questions was prompted by results from pilot testing. According to the ABS, pilot testing indicated that poor literacy levels in these very remote areas posed significant problems in relation to the use of self-complete questionnaires. Unfortunately, however, the lack of confidentiality imposed on such a sensitive topic diminished the reliability of the responses to such an extent that it led the ABS to abandon the use of the information. The abandonment of these evidently problematic findings on illicit substances beg the question of whether the alcohol consumption data was similarly diminished in quality. It is perplexing that while questions on illicit substance use were considered too sensitive for face-to-face questioning in NCAs, despite the potential discomfiture, at no time were respondents given the opportunity to reply to questions on alcohol use in a confidential fashion. We believe that alcohol consumption is as sensitive a topic as illicit drug use.

The use of facilitators may also have resulted in varying degrees of error, although it is hard to predict the potential differential impact of questioning in the presence of, or without, an Indigenous facilitator. Whether the Indigenous facilitator is known to the respondent could influence responses. Social proximity to an Indigenous facilitator could result in the respondent minimising their consumption rates of alcohol and other drugs (Brady et al. 2002).

Insensitivity to geographical and cultural diversity

Surveys that include questions on illicit drug use should ideally be part of specialised national drug use surveys (rather than a general ‘social’ survey), such as the Australian Needle and Syringe Program surveys. Otherwise, they should be conducted regionally by less threatening organisations that have more intimate contact with the subjects. National surveys do not take into account geographical and cultural variations in the prevalence, patterns or availability of illicit drugs among so many diverse Aboriginal groups (Shoobridge 1997). They find that more regionally specific and targeted surveys using rapid assessment methodologies are of more use (Aboriginal Drug and Alcohol Council 2004).

The inclusion of a question on kava use is puzzling, as Indigenous users of this soporific drink (imported from the Pacific) are confined almost entirely to one region of the country (Arnhem Land), and probably number in the hundreds.
No findings are available for CAas (remote areas) and the estimates for the non-remote sample are unreliable. This is unsurprising, as the use of kava by Indigenous Australians in these settings is unknown.

**Limited corroboration with other sources of information**

The ability to corroborate findings between various sources of information is indicative of the level of confidence that can be placed in the results of any particular study. In the case of the 2002 NATSISS and its findings on substance use, the corroborative evidence is weak.

Population estimates of risky/high-risk alcohol use drawn from the 2002 NATSISS indicate that about 15 per cent of the Indigenous population drink at risky/high-risk levels. This can be compared to other surveys which have estimated that about 10 per cent of the non-Indigenous population drink at the same level (AIHW 2002). This does not concur with the exceptionally high rate of death and hospitalisation from alcohol-attributable conditions which arise from risky/high-risk drinking (e.g. alcoholic liver cirrhosis, alcohol dependence) among the Indigenous compared to the non-Indigenous population. Indeed, the resultant drinking patterns from the 2002 NATSISS more closely resemble a non-Indigenous drinking pattern than any other previously conducted surveys of Indigenous drinking. That is, the majority of Indigenous respondents are consuming at low-risk levels; a smaller proportion are abstinent; and the smallest proportion drink at risky/high-risk levels. With the exception of the 2002 NATSISS, all of the national surveys described here indicated much larger proportions of Indigenous abstainers than low-risk drinkers. (Even the 2001 NHS, with all its problematic methodology, found a larger proportion of Indigenous abstainers than low-risk drinkers.)

Moreover, data on other alcohol-related issues, such as homicide, do not corroborate the suggestion in the 2002 NATSISS that a large proportion (46%) of Indigenous drinkers are consuming alcohol at low-risk or relatively safe levels. For example, between 1999 and 2003, 71.3 per cent of Indigenous homicides occurred in situations where both perpetrator and victim were drinking (as opposed to 19.5% of non-Indigenous homicides) (SCRGSP 2005).

The 2002 NATSISS results are vastly dissimilar to the only national survey specifically relating to substance use conducted in Australia to date—and arguably the most reliable—the 1994 NDSHS. The 1994 NDSHS indicated over three times the number of risky/high-risk drinkers than did the NATSISS. Given that all surveys of drinking underestimate overall levels consumption when compared to what is known about per capita consumption (Stockwell et al. 2004; WHO 2000), it is reasonable to assume that surveys which yield the greater overall estimated levels of consumption are, in fact, closer to actual levels of drinking (Stockwell et al. 2004). What is more, it is difficult to imagine that such
a large proportion of respondents to the 1994 NDSHS routinely overestimated their consumption to such a large extent. It is more plausible that there was a significant degree of underestimation of actual consumption in the 2002 NATSISS. Adding to this, ABS reports on the results from its various surveys are often forthcoming about the limitations of the surveys. For instance, the 2002 NATSISS report states that ‘results from previous ABS surveys and administrative data collections suggest a tendency for respondents to under-report substance use and alcohol and tobacco consumption levels’ (ABS 2004c: 58). Perhaps, in this instance, some greater acknowledgment of the atypical nature of the methods and results should be at the forefront of any further discussion of the 2002 NATSISS.

Finally, the findings of the 2002 NATSISS are particularly questionable when Aboriginal risky/high-risk drinking is compared with Torres Strait Islander risky/high-risk drinking. The NATSISS found that a greater percentage of Torres Strait Islanders (nearly 22%) were drinking in this way than were Aboriginal respondents (15%). Although there are no specific alcohol and other drug surveys that have detailed Torres Strait Islander consumption patterns, observational and other data suggest that social drinking is the norm, rather than explosive, high-risk drinking (Torres Strait Health Workshop Working Party 1993: 15).

Conclusions

The questioning in the 2002 NATSISS on alcohol and tobacco use was neither confidential nor self-completed. Respondents were asked whether they would like a one-on-one interview but, in practice, they often answered questions in the presence of other family members. With alcohol and drug use being highly personal, potentially embarrassing and inevitably sensitive, and with family members perhaps listening in, it is hardly surprising that many respondents would have been unwilling to provide accurate estimates.

The findings on alcohol consumption do not only contradict the most reliable survey to date (the NDSHS), they run counter to qualitative understandings of Indigenous alcohol consumption, to smaller scale surveys, and counter to what we might call ‘anthropological intuition’ based on intimate daily participation in, and observations of, Indigenous life. Smaller scale studies such as these show that Indigenous people who drink do so at levels variously described as ‘harmful’, ‘very heavy regular’ or ‘binge drinking’. These definitions have been used to describe remote communities (Hunter 1993; Martin 1998), rural towns (Perkins et al. 1994) and urban areas (Lake 1989; Tharawal Aboriginal Corporation 1994). All these report that moderate consumers were very much in the minority. They also consistently show an all-or-nothing pattern of consumption. Not only is ‘moderate’ consumption much less likely to be the chosen style, but there is active resistance to the idea of moderate or ‘social’ drinking among large sections of the Indigenous community. For the most part, we know that people tend to
give up drinking altogether (i.e. become abstainers) rather than attempting (against huge social pressures) to consume moderately, and there are a number of good social and cultural reasons why Indigenous people make this choice (Brady 2004). It is highly unlikely that Indigenous drinking patterns would have changed so dramatically in the relatively short years since these studies were published.

What is of most concern, however, is the way in which findings from a survey such as the 2002 NATSISS quickly assume the mantle of authority. The new Productivity Commission report, *Overcoming Indigenous Disadvantage* (SCRGSP 2005: 22), has already cited the alcohol and other drug findings of the 2002 NATSISS, with its ink barely dry. Reproduced and reiterated in subsequent government reports and other documents, these statistics can take on the aura of authenticity, and fail to include the necessary caveats suggested by Biddle and Hunter in this volume—that is, to describe the findings on alcohol consumption specifically as referring to the ‘Indigenous population living in private dwellings’. All future discussion of the 2002 findings should also acknowledge the atypical methods and results. The lack of corroborative evidence greatly reduces our confidence in these 2002 NATSISS findings and increases our concern that poor data have the potential to adversely affect funding priorities, program planning and future policy making.
19. Crime and justice issues

Mick Dodson and Boyd Hunter

The over-representation of Indigenous Australians in prison continues to be a serious problem, more than a decade after the recommendations of the Royal Commission into Aboriginal Deaths in Custody (RCADC) were handed down (Baker 2001; Williams 2001). For example, Baker (2001) finds that the over-representation stems initially from the higher rate of appearance at court by Indigenous Australians, but is amplified at the point of sentencing, with Indigenous offenders sentenced to imprisonment at almost twice the rate of non-Indigenous people. The violent nature of the offences for which Indigenous people are convicted and the greater likelihood of Indigenous people having prior convictions were also found to contribute to their higher rate of imprisonment.

The RCADC recognised that ‘...too many Aboriginal people are in custody too often’, and recommended a strategy of imprisonment as the last resort to reduce the level of over-representation of Indigenous people in custody (Commonwealth of Australia 1991). More recently, Baker (2001) concluded that reducing the rate of court appearances provides the greatest leverage for reducing Indigenous imprisonment rates. Obviously, one clear way of achieving lower court appearance rates and in diverting people away from court is to reduce the rate at which Indigenous people are arrested. This requires police in the first instance to opt for alternatives to arrest.

This sort of analysis has been conducted using police and court data. However, insights into the socioeconomic forces underlying Indigenous interaction with the criminal justice system can only be obtained by interrogating omnibus social surveys like the 1994 NATSIS and the 2002 NATSISS that include a reasonably comprehensive set of potential explanatory factors.

While the 1994 NATSIS has provided some valuable insights into the processes underlying the disproportionate level of Indigenous arrest (Carcach & Mukherjee 1996; Hunter 1998, 2001; Hunter & Borland 1999), several important research questions remain unanswered. Why do Indigenous people appear in court at a rate five times higher than the rest of the population? Why are Indigenous people more likely to appear for (and be convicted of) certain types of offences? (Baker 2001). Clearly, factors such as the over-representation of Indigenous people in

---

1 The recommendations emphasised the need to reduce the disproportionate levels of Aboriginal people in custody, rather than the need to directly prevent their deaths. This emphasis arose out of the Royal Commission’s conclusion that the 99 Aboriginal deaths in custody which occurred during the 1980s were not a result of Aboriginal people being any more likely than others to die in custody, but were a result of their gross over-representation in prison.
prisons and other stages of the criminal justice system, the nature of Indigenous offending and re-offending, and the differential treatment of Indigenous people by the criminal justice system will all have a part to play.\(^2\)

Hunter (2001) asserted that there was a need to reassess the evidence when the data from the 2002 NATSISS was released. One of his arguments for emphasising this survey was that analogous data would be collected for the non-Indigenous population, thus providing a national benchmark against which to compare the Indigenous analysis. Unfortunately, the scope for benchmarking Indigenous results is circumscribed by the failure to collect analogous crime and justice data for the non-Indigenous survey, the GSS. One exception is the limited range of variables relating to the individuals’ experience of crime.

The 1994 NATSIS did permit some unique analysis of social interactions (Borland & Hunter 2000; Hunter 2001). However, it was probably too easy for NATSIS-based research (and future research based on the NATSISS) to be dismissed as being specific to the Indigenous population, simply because there was no general omnibus survey at the time that collected a similar range of data on arrest and incarceration.

The ABS’s decision to leave out such variables from the GSS could be rationalised on the grounds that any survey estimates of incarceration (and most other aspects of involvement with the criminal justice system) for the non-Indigenous population would have high relative standard errors, especially given the current sample size. However, the failure to collect such information for the majority of Australians limits our capacity to understand Indigenous disadvantage, as many socioeconomic outcomes have been shown to be behaviourally related to arrest, at least for the Indigenous population. That is, while it is well established that socioeconomic factors explain crime rates, criminal activity also partially drives socioeconomic outcomes. This means that we need information on both factors for the whole population in order to understand the origins of Indigenous disadvantage (Borland & Hunter 2000; Hunter 2001).

Even if there is not sufficient number of GSS respondents to identify the extent of interactions between socioeconomic outcomes and crime for the non-Indigenous population, pooled estimates (i.e. a combination of the GSS and NATSISS data sets) would allow researchers to estimate more robust estimators of the factors underlying overall Indigenous disadvantage, and hence allow us to appreciate the overall importance of interactions with the criminal justice system in the cycle of social exclusion.

The 2002 NATSISS, like the 1994 NATSIS before it, is designed to provide a broad range of information across key areas of social concern and is ideal for exploring inter-relationships between these socioeconomic factors and crime.

\(^2\) See Broadhurst et al. (1994) and Cunneen & McDonald (1997).
and justice issues. It is also possible to identify broad trends in crime and justice issues—although the scope for any time series analysis is diminished by the removal and addition of questions between the 1994 and 2002 surveys. For example, no information was collected in 2002 as to whether an offence was for theft, assault, disorderly conduct and/or drink driving, and outstanding warrants and breach of orders. We will return to this in the discussion.

However, 2002 NATSISS does have two major advantages over the earlier Indigenous survey. Firstly, the 2002 survey collects information never attempted before in a social survey context—namely, whether respondents had been formally charged by police, the age they were first formally charged by police, and whether they had been incarcerated in the last five years. The ‘age first formally charged by police’ is potentially important, as it may be interpreted as introducing an implicitly longitudinal dimension to what would otherwise be a cross-sectional analysis.

This chapter discusses the range of strategies used to collect crime data with a particular focus on omnibus surveys such as the GSS, the NATSIS and the NATSISS. The chapter then provides a selective overview of what we already know from the analysis of administrative data and the 1994 NATSIS data collections. After identifying the holes in existing data collections, we then examine the 2002 NATSISS data for any new insights that research might shed some light on. The data analysis is by no means comprehensive and is more illustrative of potentially productive avenues for future research. The concluding section reflects on how the omnibus surveys might be improved for future collections.

**Diversity in existing crime data collections**

Data from prisons, juvenile corrective institutions, courts and police lock-ups confirm a disproportionate level of contacts between the Indigenous Australian population and the criminal justice system. Given that administrative data from the police and courts generally provide the most accurate information into the extent of Indigenous interaction with the criminal justice system (because they are, in effect, censuses of the relevant population), it is important not to place too much emphasis on such statistics in collecting survey data. In addition to the demographic characteristics usually adequately represented in administrative data sets, there is a need to also collect a diverse set of data on socioeconomic and cultural factors that allow analysts to explore inter-dependencies between socioeconomic factors and crime. However, it is not possible to explore these interdependencies unless some data on arrest and incarceration is collected in the survey.

Crime and justice issues are asked in a number of ongoing surveys and administrative databases. In addition to the police statistics and data collected
in the administration of the criminal justice system, there is the National Crime and Safety Survey, the Personal Safety Survey, the GSS, the NATSISS, the International Crime Victims Survey, and the National Survey of Community Satisfaction with Policing. Each of these surveys asks about the experiences of crime or the criminal justice system. However, it is also important to collect information about the experiences outside the criminal justice system.

The impact of differing methodologies on the measurement of crime victimisation is the confidentiality of the surveys and data instruments. Variations in the level of confidentiality may result in substantial non-sampling errors and reporting bias. For example, the different methodologies between the various crime victimisation surveys, and between survey and administrative data, seem to produce substantially different results.

The following discussion briefly outlines alternative survey data sources and reflects on them as potential sources of information for the Indigenous population. The 2002 NATSISS was collected using face-to-face interviews, but some were computer-assisted interviews (in NCAs) and some were pen and paper interviews (in CAs). A self-administered questionnaire on the non-medical use of legal and illegal substances was used to ensure that sensitivity of subject matter did not affect responses.

There is little information in the 1994 NATSIS and the 2002 NATSISS with which to gauge trends in crime or ascertain perceptions of police and criminal justice systems. The six-yearly frequency of the NATSISS data collections commencing in 2002 limits the ability of the NATSISS to respond to emerging issues. In any case, the existence of sampling error in survey data means that its comparative advantage is in identifying the inter-relationships between crime and justice and related factors rather than gauging trends. Note that the lack of data on the perceptions of police in the 2002 NATSISS can be contrasted to the 1994 NATSIS which collected an extensive range of Indigenous attitudes to police. However, this may not be a significant loss, since some analysts questioned the value of this data in the 1994 survey (Carcach & Mukherjee 1996).

As alluded to above, the GSS and NATSISS are broadly comparable, although the lack of arrest and incarceration data limits the ability to validly compare the experiences of Indigenous and non-Indigenous peoples. For example, employment decompositions—a common tool used by social scientists to examine the scope for labour market discrimination—will not be able to control for the independent effect of arrest on employment. This will have a tendency to mean that the unexplained component of the differential between Indigenous and non-Indigenous employment is more likely to be attributed to potential discrimination (Hunter 2004a). While the higher rates of arrest could be said to reflect historical or systemic discrimination, it would be desirable to provide analysis where the source of the problem can be better identified.
Prisoners were excluded from the 2002 NATSISS but not from the 1994 NATSIS. While surveys are obviously not the best ways to get information about the total numbers of prisoners, at a point in time prisoners represent about 2 per cent of the total Indigenous population (i.e. in the 1994 NATSIS), and the omission of prisoners may introduce selectivity issues into any analysis of the NATSISS data. Over a lifetime, a significant number of Indigenous people will go to jail, so it is important to understand the long-term social dynamics of people who move into and out of prison. Notwithstanding apparent minor falls in the rates of deaths in custody over the 1990s (Williams 2001), it is still vitally important to understand the over-representation of Indigenous people in gaols. Given that non-private dwellings are not within the scope of the 2002 NATSISS, official prison data remains the most important source of information for this important segment of the population.

The National Crime and Safety Survey (NCSS) is designed to provide a snapshot of the prevalence of certain crimes in the Australian community, as well as provide some detail about victims, offenders and incidents. The stated aims of the survey are to inform the development of crime prevention and community education strategies by providing information on the incidence of selected crimes and reporting to police, and perceived levels of crime. The NCSS is unique in employing a mail-out and mail-back methodology. The surveys are completed on a three-yearly basis with respondents and are basically confidential in that they are a self-administered questionnaire. However, data on Indigenous people are not available in the NCSS data.

The Personal Safety Survey provides details on experiences of female and male victims of violence that are not available in other data collections. The mixture of face-to-face and telephone interviews used in the PSS is likely to lead to a substantial non-sampling within this survey and makes some of the results potentially non-comparable with other survey results.

The National Survey of Community Satisfaction with Policing (NSCSP) is designed to provide detailed information at a local level of public perceptions of policing and feelings of safety. Telephone interviews were used to collect information on respondents aged 15 and over. The low response rate is likely to be a

---

3 Biddle & Hunter (in this volume) explore the relevant methodological differences between the 1994 NATSIS and the 2002 NATSISS; the most salient difference in the context of this chapter is that the dwellings sampled in the latter survey was constrained to Indigenous people aged 15 and over living in private dwellings—that is, it omits prisoners. Given that the Indigenous prison population did not fall significantly between 1994 and 2002 (Australian Institute of Criminology 2004: 97), the latter survey omits a small but potentially important component of the indigenous population. Biddle and Hunter provide some description of the unique characteristics of those living in non-private dwellings. In the context of this chapter, it is relevant to point out that residents of non-private dwellings were more likely than other Indigenous Australians to have been arrested in the last five years and to have been taken from their natural families. This is not surprising, since around 44% of NATSIS respondents (aged 15 and over) from non-private dwellings were in prison.
particularly pronounced issue for a mobile population such as Indigenous Australians, especially when surveys are based on telephone interviews (Hunter & Smith 2002). While information on Indigenous status may be collected in the NSCS and the PSS, the Indigenous sample is likely to be too small and selective to be confident about the robustness of any resulting analysis.

The International Crime Victims Survey (ICVS) was initiated in order to facilitate international comparative research. It is designed to provide an international benchmark against which to compare crime and safety information in a standardised way. It is conducted on a four-yearly basis using a telephone interview with respondents aged 16 and over. It contains a detailed range of questions on crime victimisation, with the 2004 module asking several extra questions (including the number of assaults that were racially motivated, fear of racially motivated violence, and Indigenous status). The small sample size limits its usefulness. Hunter and Smith’s (2002) critique of telephone interviewing technique in mobile populations is again relevant.

Therefore, while a number of surveys collect information that might shed light on the nature and extent of Indigenous interaction with the criminal justice system, the small sample of Indigenous respondents in most surveys rule them out for detailed analysis. The variation in survey methodologies means that most data will only be comparable in broad terms. Effectively, future analyses of Indigenous crime and justice issues are confined to the analysis of the 2002 NATSISS.

**Crime, safety, and ‘justice’ questions in omnibus Australian surveys**

While much of the 2002 NATSISS data is comparable with that in the 2002 GSS, the GSS does not include data on arrest, whether charged, and imprisonment. This is presumably because the proportion of the GSS sample who were arrested or charged is relatively small and hence it is difficult to get reliable estimates.

The GSS does, however, collate information on ‘Crime and safety’ rather than the ‘Crime and justice’ issues referred to in the official NATSISS publication (ABS 2003b, 2004c)—apparently, non-Indigenous people need information about ‘safety’ and Indigenous people need information about ‘justice’. It would be nice if the need for justice for Indigenous Australians was really being recognised in public debates. However, the use of language probably indicates the tendency for the media to focus on ‘crisis’ and play on the (largely non-Indigenous) public’s concerns about safety and victimisation that feed the ‘law and order’ campaigns that are a common feature of almost every State and—increasingly—federal election campaigns.

The GSS collects several questions on victimisation among respondents: feelings of safety at home alone after dark, whether they have been the victim of physical
or threatened violence in the last 12 months, and whether they have been victims of an actual or attempted break-in in the last 12 months. Note that the only question that was also collected in the 2002 NATSISS is whether respondents were a victim of physical or threatened violence in the last 12 months. The richer set of Indigenous data on justice issues means that the NATSISS potentially provides insights into how interactions with the criminal justice system affect the socioeconomic outcomes, and vice versa.

There are more difficult issues of comparability when comparing the 1994 NATSIS and the 2002 NATSISS, as the question changed in subtle and important ways that may explain (partially at least) the significant increase in the rate of victims of physical or threatened violence in the last 12 months. In 1994, respondents were asked: ‘In the last year, has anyone attacked or verbally threatened you?’. The 1994 questionnaire goes on to ask how many times a respondent was attacked, the broad characteristics of the violence, whether the respondent told the police, and the reason for not telling the police. In 2002, the questionnaire module, the respondents were asked about crimes that may have happened to them in the last 12 months: ‘Did anyone, including people you know, use physical force or violence against you?’; ‘Did anyone, including people you know, try to use or threaten to use physical force or violence against you?’; ‘Were any of those threats made in person?’. While the questions were broadly similar, the questions about the involvement of the police may have lead to substantial under-reporting of the crime. If this is the case, then the decision to leave out the questions on attitudes to police in the 2002 NATSISS would be warranted.

In general, the remote questionnaire for CAs involved questions that were simplified versions of the form used in NCAs. While this should not affect the data significantly, there is more room for non-sampling error in the question about victimisation. The CA form asked two questions about crimes that may have happened to a respondent—firstly: ‘In the last year, did anybody start a fight with you or beat you up?’, and secondly: ‘In the last year, did anybody try to or say they were going to hit you or fight with you?’. The use of plain English in such a sensitive area might be seen as more emotive by some respondents, and open to subjective interpretation of what a ‘real’ fight is by other respondents. While there are likely to be substantial variations in the cultural standards of what constitutes a ‘fight’ (or a ‘beating’) in the Indigenous and other Australian communities, there is no GSS data collected in remote areas. As a result, this issue is only relevant for making comparisons between remote and non-remote areas within the NATSISS.

Another 1994 variable that changed between 1994 and 2002 was whether a respondent felt that family violence was a common problem in their area. In 2002, respondents in NCAs were asked to identify social problems in their neighbourhood from a list of 12 items on a prompt card which included family
violence as one possible option. 4 This obviously differs from the 1994 question in two important ways: firstly, it is specific about the geographic area in referring to a neighbourhood which is one of the smallest areas that can be analysed; secondly, and more importantly, family violence is just one of a number of local problems listed. In CA areas, respondents were asked about the ‘problems in this community’. While the geographic area was also specified in the CA form, it is always difficult to get agreement as to what ‘community’ means among academics, policy-makers and, often, in the community itself—although the notion of community may coincide with some notion of ‘neighbourhood’ for some people. Again, the CA form listed a similar set of reasons that were not directly comparable to those provided for the questionnaire used in the NCA areas. Notwithstanding the lack of clarity in the definition of areas, the questions on the CAs and non-CAs are broadly comparable. The 2002 question is less ‘leading’ than the 1994 question, and places less focus on family violence. While the 1994 question may play down the incidence of family violence, the 2002 question is less likely to lead to non-sampling error and hence is probably preferable to the 1994 question.

Carcach and Mukherjee (1996) argued strongly that the 1994 NATSIS placed too much emphasis on the respondents’ perceptions about police performance and the relationship between Indigenous people and the police. 5 There were no questions in 2002 about whether a person had been hassled by the police or attitudes to police—maybe because the 1994 question was seen as too leading, too vague, or too open to subjective interpretation. 6 The 2002 questions on police contact focus on more factual events, like whether a person had been charged and at what age a person was charged, as well as how many times a person was arrested. The arguments made by Carcach and Mukherjee obviously

4 The prompt card listed several options, including: theft, problems involving youths such as youth gangs/lack of youth activity, prowlers or loiterers, vandalism or graffiti, or damage to property, dangerous or noisy driving, alcohol, illegal drugs, family violence, assault, sexual assault, problems with neighbours, levels of neighbourhood conflict, level of personal safety day or night.

5 They were particularly concerned about the absence of a question on perceptions about the amount of crime in the area to give some background qualifier to the question on police performance in dealing with crime. Moreover, the 1994 questionnaire included among the reasons for the police not doing a good job in dealing with crime, that they ‘Don’t understand Aboriginal/Torres Strait Islander people/culture’, which suggests that the question on police performance was referring to crime in Indigenous areas or perhaps among Indigenous people. However, the question was worded in such a way that it did not mention crime by Indigenous people or among Indigenous people at all.

6 Carcach & Mukherjee (1996) also argued that the highly sensitive questions regarding victimisation of Indigenous people by police, such as hassling and physical attack, were potentially problematic. The NATSIS lacked additional details on incidents involving hassling or police attack, such as whether they were related to an arrest and, if so, whether or not the person resisted arrest or tried to avoid the arrest of another person. Perceptions about quality of the relationship between Indigenous people and the police and about the treatment received from police were in general positive. Again, there was no question on whether the relationship with police was good or bad five years ago. What is the meaning of a relationship being qualified as the same? Does ‘same’ mean good or bad?
had an impact, as the 2002 NATSISS no longer collects information on attitudes to or relationships between Indigenous people and the police.

The data on the ‘stolen generation’ was based on three questions in the 2002 questionnaire, as opposed to the one question used in the 1994 survey. The basic question used was almost identical in both surveys, asking: ‘Were you taken away from your natural family by a mission, the government or welfare?’ The 2002 survey also asked whether their relatives were taken from their natural family and, if so, which relatives.

Both the 1994 NATSIS and 2002 NATSISS asked whether respondents used or needed legal services in the last 12 months and, if so, the type of legal services used. Given the variation in geographic access to legal services, and the Indigenous-specific nature of particular services, it is probably best to confine comparisons within the Indigenous surveys. Even then, it may be difficult to separate access from usage issues.

In summary, the 2002 NATSISS did not interrogate respondents about their attitudes to police or ask specific—and potentially personally sensitive—questions about the reasons for contact with the criminal justice system. To the extent that specific interactions with the police are sensitive matters, especially for people who do not trust government agencies such as the ABS, the omission of questions on attitudes to police may have led to more accurate responses to the relevant questions (i.e. with smaller scope for non-sampling error) than was possible in the 1994 survey. Having said that, Borland and Hunter (2000) conducted a benchmarking exercise on the arrest data in the 1994 NATSIS by comparing it with WA police data, and found that the NATSIS data was broadly consistent with the administrative data sources. Consequently, it seems reasonable to assume that the more modest 2002 questionnaires will have elicited similarly accurate responses about Indigenous arrest.

**Socioeconomic factors underlying Indigenous arrest**

Before outlining the analysis of published data, we first examine the extant analysis of the 1994 NATSISS, with a particular focus on the social and economic factors underlying the disproportionate Indigenous interaction with the criminal justice system. The emphasis in the following discussion is on data that are either not available or are limited by instrumental factors in the 2002 NATSISS.

Carcach and Mukherjee (1996) show that most of the arrests in the NATSIS were for disorderly conduct and/or drink driving, and outstanding warrants and breach of orders. Data show that alcohol consumption might have been associated with the reason(s) for arrest; a result consistent with findings from the National Police Custody Survey (Australian Institute of Criminology 1996). The links between alcohol and crime (violence, disorder and acquisitive crime) are well
documented (see Ramsay 1996). Previous research would suggest that alcohol might have been involved in incidents of violence both in and outside the family, and in cases where the arrest was due to property crimes (e.g. Tuck 1989).

Hunter (2001) analysed NATSIS and found that the major factors underlying the high rates of Indigenous arrest were sex, labour force status, alcohol consumption, whether a person had been physically attacked or verbally threatened, various age factors, and the cluster of education variables. The top six factors underlying the various categories of arrests (drinking-related, assaults, theft and outstanding warrants) are basically the same as those identified above. However, alcohol consumption and being a victim of physical attack or verbal threat are particularly important factors underlying arrests on drinking-related and assault charges. This would seem to confirm the suspicion that there is a cycle of violence and abuse in Indigenous communities which is probably related to alcohol consumption. The overall results were robust, with the basic findings not changing substantially when the analysis was conducted separately for minors (under 18-year-olds), for each sex, or after prisoners were included in the analysis. This last finding points to the fact that the omission of Indigenous people under 15 years old and people in non-private dwellings should not distort future analysis of the 2002 NATSISS. The similarity in the results by reason for last arrest give us some confidence that the failure to collect information on the nature of the offence that led to arrest and imprisonment in the 2002 survey is not that important—or, rather, will not alter the overall analysis.

Borland and Hunter (2000) argue that at least some of the correlation between Indigenous arrest and labour force status is driven by a causal relationship, with arrest driving many of the poor employment outcomes experienced by Indigenous youth. Given this interaction, understanding the unique nature of Indigenous arrest is likely to be a key dynamic underlying ongoing Indigenous disadvantage and poverty. The lack of any arrest data in GSS is likely to impede our understanding of Indigenous disadvantage—or, rather, to control for the impact of arrest and interaction with the criminal justice system on economic outcomes.

Hunter and Schwab (1998) argued that the interaction with the criminal justice system may explain poor school participation rates among Indigenous children as young as 13. Hunter (1998) presented formal econometric tests that demonstrated that the direction of causality is from arrest to educational participation. Given that the 2002 NATSISS is constrained to those aged 15 and over, it will probably not be possible to replicate this earlier research.

**Crime and justice issues in Indigenous social surveys**

**Broad trends in crime and justice between 1994 and 2002**

Crime and justice issues were major components of both the 1994 NATSIS and the 2002 NATSISS. This section draws together the recently published data to
provide a statistical overview for Indigenous Australia. Notwithstanding the substantial changes in the crime and justice data collected in the 1994 NATSIS and the 2002 NATSISS, and the limitations of the respective survey methodologies, it is possible to make some broad observations about the trends for Indigenous Australia (see Table 19.1).

**Table 19.1. Indigenous people aged 15 years or over, selected law and justice issues in Australia, 1994 and 2002**

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrested once by police in last 5 years *</td>
<td>9.1</td>
<td>6.7</td>
</tr>
<tr>
<td>Arrested more than once by police in last 5 years</td>
<td>10.7</td>
<td>9.3</td>
</tr>
<tr>
<td>Total arrested in last 5 years *</td>
<td>20.2</td>
<td>16.4</td>
</tr>
<tr>
<td>Victim of physical or threatened violence in last 12 months *</td>
<td>12.9</td>
<td>24.3</td>
</tr>
<tr>
<td>Persons removed from natural family</td>
<td>8.3</td>
<td>8.4</td>
</tr>
</tbody>
</table>

*a. The change between 1994 and 2002 is significant at the 5% level. Source: ABS (2004c: Table 6)*

The law and justice variables exhibited some significant changes between 1994 and 2002. The overall proportion of Indigenous adults who were arrested in the previous five years declined from 20.2 per cent to 16.4 per cent. The main driver here was the significant reduction in the number of people with only one arrest in the previous five years. This is a positive development, although it should be acknowledged that Indigenous people still have excessively high rates of interaction with the criminal justice system relative to other citizens. A less positive development is the increase in the proportion of the population who were a victim of physical or threatened violence in last 12 months. One-quarter of Indigenous people in 2002 reported that they had been a victim of physical or threatened violence in the previous 12 months—nearly double the rate reported in 1994 (12.9%). ABS (2004c) speculates that some of this increase may reflect under-reporting by respondents to the 1994 NATSIS. This is consistent with the above analysis of the way in which the questions were asked in 1994. The final observation from Table 19.1 is that the proportion of the population who were taken away from their natural family was basically unchanged. 7

**Describing selected crime and justice issues in 2002**

While there were some changes over time at a national level, the main interest for most variables is how crime and justice issues vary by remoteness—a more meaningful measure of geographic accessibility than was available for the earlier survey (see Tables 19.2 & 19.3).

---

7 This finding was robust to confining the analysis to being the same age cohort in the respective surveys. See ABS (2004c: Table 6).
Table 19.2. Selected law and justice issues by remoteness, 2002

<table>
<thead>
<tr>
<th>Issue</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrested by police in last 5 years</td>
<td>16.9</td>
<td>16.2</td>
<td>16.4</td>
</tr>
<tr>
<td>Incarcerated in last 5 years</td>
<td>8.5</td>
<td>6.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Used legal services in last 12 months</td>
<td>17.9</td>
<td>20.5</td>
<td>19.8</td>
</tr>
<tr>
<td>Victim of physical or threatened violence in last 12 months</td>
<td>22.7</td>
<td>25.0</td>
<td>24.3</td>
</tr>
<tr>
<td>Person or relative removed from natural family *</td>
<td>30.1</td>
<td>40.4</td>
<td>37.6</td>
</tr>
<tr>
<td>Risky/high-risk alcohol consumption in last 12 months</td>
<td>16.8</td>
<td>14.5</td>
<td>15.1</td>
</tr>
</tbody>
</table>

a. The difference between remote and non-remote statistics is significant at the 5% level.

Source: ABS (2004c: Table 1)

Arrest and incarceration rates are equally high in both remote and non-remote areas, but the usage of legal services in the last 12 months is slightly higher, albeit not significantly higher. Also, there was no significant difference between the incidence of high-risk alcohol consumption in remote and other areas in the last 12 months. The only significant difference between remote and other areas among the law and justice issues in Table 19.2 is whether a person or relative were removed from their natural family. The incidence of relatives (including oneself) being removed from their natural families is over 10 percentage points higher in non-remote areas. This pattern is consistent with the fact that many people were removed from remote communities and placed with families in cities or regional centres (Hunter, Arthur & Morphy 2005).

Table 19.3. Interactions with the justice system by remoteness and sex, 2002

<table>
<thead>
<tr>
<th>Age first formally charged</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Males %</th>
<th>Females %</th>
<th>Persons %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 15 years</td>
<td>4.0</td>
<td>7.0</td>
<td>10.1</td>
<td>2.6</td>
<td>6.2</td>
</tr>
<tr>
<td>15–16 years</td>
<td>5.1</td>
<td>7.5</td>
<td>9.5</td>
<td>4.4</td>
<td>6.8</td>
</tr>
<tr>
<td>17–18 years</td>
<td>6.8</td>
<td>8.5</td>
<td>12.6</td>
<td>3.8</td>
<td>8.0</td>
</tr>
<tr>
<td>19–24 years</td>
<td>7.5</td>
<td>7.1</td>
<td>10.8</td>
<td>4.0</td>
<td>7.2</td>
</tr>
<tr>
<td>25 years or over</td>
<td>8.6</td>
<td>5.4</td>
<td>6.7</td>
<td>5.8</td>
<td>6.3</td>
</tr>
<tr>
<td>Total formally charged</td>
<td>32.8</td>
<td>35.8</td>
<td>50.4</td>
<td>20.8</td>
<td>35.0</td>
</tr>
</tbody>
</table>

b. The difference between males and females is significant at the 5% level.

Use of legal services in last 12 months

<table>
<thead>
<tr>
<th>Used legal services</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Males %</th>
<th>Females %</th>
<th>Persons %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aboriginal Legal Services</td>
<td>14.1</td>
<td>9.1</td>
<td>12.2</td>
<td>8.9</td>
<td>10.5</td>
</tr>
<tr>
<td>Legal Aid</td>
<td>-</td>
<td>7.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Other</td>
<td>2.1</td>
<td>7.1</td>
<td>5.6</td>
<td>5.9</td>
<td>5.7</td>
</tr>
<tr>
<td>Total used legal services</td>
<td>17.9</td>
<td>20.5</td>
<td>21.2</td>
<td>18.6</td>
<td>19.8</td>
</tr>
</tbody>
</table>

Did not use legal services

<table>
<thead>
<tr>
<th>Did not use legal services</th>
<th>Remote %</th>
<th>Non-remote %</th>
<th>Males %</th>
<th>Females %</th>
<th>Persons %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needed legal services</td>
<td>2.9</td>
<td>3.1</td>
<td>2.9</td>
<td>3.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Did not need legal services</td>
<td>79.2</td>
<td>76.4</td>
<td>76.0</td>
<td>78.2</td>
<td>77.1</td>
</tr>
<tr>
<td>Total did not use legal services</td>
<td>82.1</td>
<td>79.5</td>
<td>78.9</td>
<td>81.4</td>
<td>80.2</td>
</tr>
</tbody>
</table>

a. The difference between remote and non-remote is significant at the 5% level.

Source: ABS (2004c: Table 19)
Administrative data gives detailed information on all those who are involved in the criminal justice system but cannot provide direct information on what happens in the Indigenous population as a whole. As argued above, the inclusion of information on the age at which a person is formally charged allows an implicitly longitudinal dimension to what would otherwise be a cross-sectional analysis. Table 19.3 shows that over half of males (50.4%) have been charged at some time in their life, about 30 percentage points higher than the equivalent statistic for females (20.8%). There is no significant difference in the overall incidence of charging in remote versus non-remote areas. However, there is one potentially significant geographic difference evident: those living in non-remote areas are more likely than remote respondents to be charged before 16 years of age. Residents in remote areas tend to have more of their population being charged first at age 25 or older. This pattern of charging may result from the fact that some discrete communities do not have police in the local areas, so people are not charged until they move away from remote communities. Alternatively, they may have to commit a very serious offence before it would be brought to police attention so that charges could be laid. The higher incidence of charging among males is probably driven by charges being laid at an earlier age for Indigenous males compared to Indigenous females.

The usage of Aboriginal legal services is significantly higher in remote as opposed to non-remote areas, and such services are more likely to be used by males than by females (see Table 19.3). While the geographic differences may be related to the location of such services, the gender differences must be related to either the organisation of Aboriginal legal services or the power structures in relevant Indigenous communities, as there is no gendered pattern in the usage or need for legal services. That is, there is no significant difference in usage and need for legal services between sexes or by remoteness status. The lack of a gendered pattern in legal services use is in stark contrast to the fact that males are significantly more likely to have been arrested or imprisoned.

**Table 19.4. Law and justice by age first formally charged, 2002**

<table>
<thead>
<tr>
<th>Age first formally charged</th>
<th>Less than 17 years</th>
<th>17 to 24 years</th>
<th>25 years or over</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrested by police in last 5 years</td>
<td>54.5</td>
<td>37.7</td>
<td>31.3</td>
</tr>
<tr>
<td>Incarcerated in last 5 years</td>
<td>28.6</td>
<td>13.6</td>
<td>14.4</td>
</tr>
<tr>
<td>Victim of physical or threatened violence in last 12 months</td>
<td>44.5</td>
<td>33.4</td>
<td>26.7</td>
</tr>
<tr>
<td>Indigenous persons aged 15 years or over (%)</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Indigenous persons aged 15 years or over (#)</td>
<td>36.7</td>
<td>43.0</td>
<td>17.6</td>
</tr>
</tbody>
</table>

*The difference between being charged before the 17th birthday and being charged later in life is significant at the 5% level for all statistics in this table.*

Source: ABS (2004c: Table 11)
The addition of ‘age first formally charged’ has been a substantial addition to the NATSISS vis-à-vis the earlier 1994 survey and deserves to be examined in greater detail (see Table 19.4). Having been arrested before 17 years of age leads to significantly higher arrest and incarceration rates than for other Indigenous respondents to NATSISS who were charged. For example, respondents who were charged before 17 years of age are 23.2 percentage points more likely to have been arrested than someone who was first formally charged at age 25 or older (54.5% and 31.3% respectively). However, being charged before your majority is also associated with a significantly greater likelihood of being a victim of physical attack or threatened with violence in the last 12 months (44.5% and 26% respectively).
Table 19.5. Socioeconomic factors underlying formal interactions with the criminal justice system by ever formally charged, 2002

<table>
<thead>
<tr>
<th>Total persons ever charged</th>
<th>Males</th>
<th>Females</th>
<th>Persons ever charged</th>
<th>Persons never charged</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Law and justice</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrested by police in last 5 years (^a)</td>
<td>44.7</td>
<td>38.9</td>
<td>42.9</td>
<td>2.2</td>
</tr>
<tr>
<td>Incarcerated in last 5 years (^b)</td>
<td>21.9</td>
<td>13.9</td>
<td>19.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Victim of physical or threatened violence in last 12 months (^c)</td>
<td>32.6</td>
<td>44.7</td>
<td>36.4</td>
<td>18.0</td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-assessed health excellent/very good (^a)</td>
<td>39.3</td>
<td>34.4</td>
<td>37.8</td>
<td>47.5</td>
</tr>
<tr>
<td>Self-assessed health fair/poor (^b)</td>
<td>28.7</td>
<td>31.2</td>
<td>29.5</td>
<td>19.9</td>
</tr>
<tr>
<td>Risk behaviour/characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current daily smoker (^b)</td>
<td>63.7</td>
<td>71.0</td>
<td>65.9</td>
<td>39.3</td>
</tr>
<tr>
<td>Risky/high-risk alcohol consumption in last 12 months (^b)</td>
<td>24.1</td>
<td>22.8</td>
<td>23.7</td>
<td>10.5</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attending post-school educational institution (^a)</td>
<td>8.7</td>
<td>8.7</td>
<td>8.7</td>
<td>11.8</td>
</tr>
<tr>
<td>Has a non-school qualification</td>
<td>26.4</td>
<td>24.5</td>
<td>25.8</td>
<td>26.4</td>
</tr>
<tr>
<td>Does not have a non-school qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed Year 12 (^a)</td>
<td>6.9</td>
<td>5.0</td>
<td>6.3</td>
<td>11.9</td>
</tr>
<tr>
<td>Completed Year 10 or Year 11 (^b)</td>
<td>25.4</td>
<td>35.4</td>
<td>28.6</td>
<td>29.0</td>
</tr>
<tr>
<td>Completed Year 9 or below (^b)</td>
<td>41.3</td>
<td>35.1</td>
<td>39.3</td>
<td>32.7</td>
</tr>
<tr>
<td>Total with no non-school qualification</td>
<td>73.6</td>
<td>75.5</td>
<td>74.2</td>
<td>73.6</td>
</tr>
<tr>
<td><strong>Labour force status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDEP (^a) (^b)</td>
<td>17.6</td>
<td>8.7</td>
<td>14.8</td>
<td>10.7</td>
</tr>
<tr>
<td>Non-CDEP (^a) (^b)</td>
<td>32.6</td>
<td>19.6</td>
<td>28.6</td>
<td>37.2</td>
</tr>
<tr>
<td>Total employed (^a)</td>
<td>50.2</td>
<td>28.2</td>
<td>43.4</td>
<td>47.9</td>
</tr>
<tr>
<td>Unemployed 1 year or more</td>
<td>6.5</td>
<td>4.6</td>
<td>5.9</td>
<td>2.2</td>
</tr>
<tr>
<td>Total unemployed (^b)</td>
<td>21.1</td>
<td>19.3</td>
<td>20.5</td>
<td>10.2</td>
</tr>
<tr>
<td>Not in the labour force (^a) (^b)</td>
<td>28.7</td>
<td>52.5</td>
<td>36.1</td>
<td>41.9</td>
</tr>
<tr>
<td><strong>Income &amp; financial stress</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equivalised gross household income—second and third deciles</td>
<td>39.9</td>
<td>42.5</td>
<td>40.7</td>
<td>35.3</td>
</tr>
<tr>
<td>Unable to raise $2000 within a week for something important (^a) (^b)</td>
<td>58.5</td>
<td>70.8</td>
<td>62.3</td>
<td>49.8</td>
</tr>
<tr>
<td><strong>Transport access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficulty with transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can easily get to the places needed (^a)</td>
<td>65.0</td>
<td>60.1</td>
<td>63.4</td>
<td>73.7</td>
</tr>
<tr>
<td>Has difficulty, getting to the places needed (^b)</td>
<td>14.1</td>
<td>14.9</td>
<td>14.4</td>
<td>10.2</td>
</tr>
<tr>
<td><strong>Information technology</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used computer in last 12 months (^b)</td>
<td>45.5</td>
<td>51.8</td>
<td>47.4</td>
<td>60.1</td>
</tr>
</tbody>
</table>

a. The difference between males and females who were charged is significant at the 5% level.
b. The difference between those who were charged and never charged was significant at the 5% level.
Source: ABS (2004c: Table 11)

Clearly, the data on the age at which a person is first charged contains a lot of useful information and should be analysed in detail by researchers and policy-makers. The introduction of data on whether a respondent was ever charged allows us to explore the likely factors underlying Indigenous engagement...
with the criminal justice system and the effects of that engagement. Family and culture have no significant correlation with the incidence of being charged, at least in the bi-variate analysis of cross-tabulations. Consequently, family and culture variables are omitted from Table 19.5.

It is understandable that very few people who were not formally charged were arrested or incarcerated. Given that it is rare to be imprisoned without being charged, it is probable that some in this category were errors in response. Among those who were charged, males were more likely than females to be imprisoned, and females were more likely than males to be a victim of physical or verbal violence in the last 12 months (44.7% and 32.6% respectively).

There is a significant association between health status and being charged. For example, people who were charged at some stage were 10 percentage points less likely to report having excellent or very good health (37.8% and 47.5% respectively). The converse of this is that such people are more likely to report fair or poor health to a similar extent. One reason for this relatively poor health status is that the respondents who were charged were significantly more likely to exhibit risk behaviour than those who were never charged. They were 26.6 percent more likely to be a current daily smoker (65.9% and 39.3% respectively) and were over twice as likely to have engaged in high-risk alcohol consumption in the last 12 months (23.7% versus 10.5%).

The direction of causality between health and crime could be either way. However, the analysis of 1994 NATSIS data on arrest indicated that at least some of the correlation between arrest and education and labour force status is driven by arrest affecting the respective outcomes (Borland & Hunter 2000; Hunter 1998). People who were not charged are significantly more likely than those who were formally charged to be attending a post-school educational institution. This is consistent with the fact that people who were formerly charged were less likely than those who were never charged to have completed year 12 and more likely to have only have completed year 9 or below. Among those who were charged, there was no notable pattern of educational attainment between males and females.

The association between labour force status and being charged is significant, with those who are formally charged being less likely than other Indigenous people to be employed outside the CDEP scheme but more likely to be employed in the CDEP scheme. Unemployment rates are twice as high among those who were formally charged. The net effect of these employment and unemployment patterns is that those who were formally charged are slightly more likely to participate in the labour force.

In terms of the income and financial stress variables, there is no significant difference in the propensity to be in the ABS’s low income group. However, those who were formally charged are significantly more likely than other
Indigenous people to experience financial stress (at least as measured by the inability to raise $2000 within a week for something important). The difference between the correlations between income and financial stress and having been charged probably reflects poorly on the adequacy of the ABS’s measure of the low income group (see Hunter in this volume).

Two new variables introduced into 2002 NATSISS for the first time are transport access and information technology, both of which are strongly correlated with having been charged. Those who had previously been charged were more likely to have transport difficulties than other Indigenous people, and are much less likely to have used a computer in the last 12 months.

All these factors point to a cycle of Indigenous disadvantage and interaction with the criminal justice system that will be hard to break. Future research needs to put some more econometric structure around these statistics so that the mechanisms underlying these processes can be identified. Unfortunately, it is too difficult to do this until the RADL is developed so that it allows users to write computer programs with statistical packages that facilitate the relevant econometric tests. Stata is one such program that does not have the intellectual and financial setup cost of doing such an analysis using SAS, which is one of two statistical packages currently supported in the RADL for NATSISS. The other supported package is SPSS, which is relatively cheap but is not flexible enough to allow analysts to easily construct relevant diagnostic statistical tests.

**Concluding remarks**

The United Nations Permanent Forum on Indigenous Issues has had some difficulty in securing submissions into the quality of Indigenous statistics (Economic and Social Council 2005). It appears that the quality of Indigenous statistics is best in post-colonial nations of Australia, NZ and the US. For Australia’s part, this is the legacy of the Royal Commission and the original NATSIS. The 2002 NATSISS offers the opportunity for researchers and policy makers to take an international lead in understanding the dynamics of Indigenous disadvantage and dispossession, especially the factors underlying the disproportionate representation in the criminal justice system.

The policy implications are complicated by the fact that ‘feedback mechanisms’ have been identified where arrest reinforces disadvantage in several of these factors (especially employment prospects and educational attainment). Any

---

8 The Economic and Social Council (2005) recommended that Latin America and the Caribbean countries continue and strengthen their efforts regarding the production, elaboration and use of relevant information from population censuses, household surveys and other adequate sources, in strong interaction with Indigenous peoples, aiming at improving the socioeconomic conditions and active participation of indigenous peoples in the development process throughout the Latin American region. The council goes on to recommend that member countries give full respect to the principle of self-identification and develop Indigenous participation in collections that take account of the full diversity and demographic/socioeconomic profile of Indigenous communities.
attempt to substantially reduce the high rates of unemployment among Indigenous people also needs to make inroads into Indigenous arrest. Education policy needs not only to improve the marketability of the Indigenous workforce, but to facilitate the citizenship skills required to operate in both the Indigenous and non-Indigenous domains. Notwithstanding such feedback, improving the labour market options of Indigenous people should markedly reduce the arrest rate.

The links between alcohol and crime, especially violent crime, are well documented. Substantial progress needs to be made on substance abuse problems before the cycle of violence in Indigenous communities can be broken. Restrictions on liquor supply are consistently nominated as producing the most tangible results in terms of reducing alcohol-related harm among Indigenous Australians.

Family and social factors are less amenable to direct policy intervention. Indeed, the misconceived policy interventions that led to the ‘stolen generation’ appear to be a major factor underlying Indigenous arrest rates. The negative effects of such policies are likely to be driven by the traumatic disruption to family life and the loss of culturally appropriate parenting skills. Early intervention approaches to dealing with risk factors associated with anti-social and criminal behaviour appears to offer a promising avenue for policy action. It is important that Indigenous people have some control over how family services are provided (e.g. the need for Indigenous carers for Indigenous clients is often identified as an issue). The needs of children of Indigenous prisoners, especially those from country areas, should also be taken into account if the risk of delinquent behaviour is to be minimised.

Overall, the NATSISS provides a valuable source of information on crime and justice issues. Apart from finessing the wording of particular questions to ensure that the survey data maximises its information content, the main recommendation relates to the data for the future GSS. The analysis of Indigenous disadvantage will continue to be hamstrung and dismissed until data on non-Indigenous interaction with the criminal justice system are collected in the general omnibus surveys for the whole Australian population. One may be concerned about the unreliability of population estimates for low frequency events such as arrest and imprisonment (at least in the non-Indigenous population). However, there should still be a sufficient number of the Australian population who were charged at some time to warrant its inclusion in future GSSs. Irrespective of the reliability of population estimates in the GSS, the ability to explore the interactions between social and economic factors is a key objective of these omnibus surveys. The omission of information on crime in existing general surveys means that it is not possible to effectively analyse this important dimension of Indigenous disadvantage.
Chapman and Gray (in this volume) provide an example of how social scientists can demonstrate the implications of failing to control for important factors underlying labour force status. However, they can only do this because of the existence of alternative sources of information for the total Australian population. While the NATSISS, and its earlier manifestation, includes information not available in other surveys, there appears to be a resistance in Australian public debates to acknowledge that Indigenous experience may inform the analysis for the population at large. Indigenous-specific research is dismissed as being just that because of the undeniably unique circumstances facing Indigenous Australians. Consequently, it is imperative that the GSS expands its scope to encompass the more general experience of the criminal justice system.
20. Culture

Nicolas Peterson

It was unclear in the original 1994 NATSIS survey what the purpose and significance of the ‘Culture’ questions were: in some respects this still remains true for the 2002 survey. A number of possible reasons for collecting cultural data were canvassed in the assessment of the previous survey. These included the need to recognise regional cultural variation, to help in designing culturally appropriate policies, to assist in formulating policies on cultural maintenance, and to help in identifying cultural issues or practices that may stand in the way of the achievement of policy goals.

Some insight into the thinking relating to the cultural questions can be gained from the planning of the original survey, when an early step was to identify nine topic headings under which information would be sought. Culture was one of these, and under this topic ‘location and mobility’ were proposed as important, as were matters relating to family. This suggests that culture was seen as referring to those aspects of mobility and family that differ substantially among Indigenous people from the rest of the population. As it turned out, the request for certain information about mobility was dropped because the pilot survey found the recall data on this topic too unreliable. It may well be the case that it was generally felt that gaining cultural data that would contribute significantly to policy formation was seen as too complex for such a long questionnaire, and that the real concern with culture was more bureaucratic. That is, that the interest was really to obtain data ‘to broadly evaluate specific agency programs first, and broad policy second, and a generally-held view that some data are better than none’ (Altman & Taylor 1996: 200). Indeed, a conclusion of the previous assessment was that the interest in culture was primarily to do with cultural maintenance (Peterson 1996: 151), referred to by the ABS as ‘cultural retention’ (2004c: 2).

In this light, it is interesting to consider whether the nature of the ‘culture’ questions in the 2002 survey reflect this. While the principal culture questions fall within the ‘Culture’ section of the CAI questionnaire, there are a few other ‘culture’ questions elsewhere in the survey.

The first four questions in the culture section of the CAI questionnaire are grouped under the heading ‘language’. Two of these are about languages spoken and two about whether the interviewee has difficulty being understood in service delivery situations. These are quintessentially culture questions and—in tandem with the 1994 survey—allow for some estimate of the maintenance of Aboriginal languages and for policy recommendations in respect of service delivery, from
education to employment. The results of this part of the survey are discussed separately by Frances Morphy and Inge Kral in the next chapter.

The next seven questions, which deal with ‘cultural participation/involvement in social activities’ are divided into two parts. For these and all of the questions where it made sense, people could choose more than one response. The ‘cultural activities’ a person participates in are defined as: funerals, ceremonies, sports carnivals, ‘festivals or carnivals involving arts, craft, music or dance’, and being ‘involved with any Aboriginal or Torres Strait Islander organisations’? (CAI Questionnaire: p.55). The first question in relation to these asks whether people had been involved in any or none of these; the second asks whether the person had done any of the following, including as part of their job: made any arts or crafts, performed any music, dance or theatre or written or told any stories. The third question was whether they had been paid for any of these activities and the fourth asks which of the activities they had been paid for. These all provide interesting information about what people are actually doing, although the way that the results are presented in ABS (2004c) is not particularly helpful. There, funerals and ceremonies are collapsed with sports carnivals and the rest, which means events that, it can be assumed, Aboriginal people get themselves to unaided, are lumped in with festivals and events that are subsidised and organised by State agencies and committees, etc. The former are an index of independent cultural retention, versus the latter which are, of course, cultural, in the sense that they are what people are doing as part of their everyday lives now, but more a measure of what might be called contemporary state-aided social capital.

The next three questions were about kinds of involvement with sport in the last 12 months, with the possibilities being: as player or participant, as coach, instructor or teacher, as referee, umpire or official, as committee member or administrator, or other. The third question asks whether, in the last three months, the person has participated in any of the following activities: recreational group or cultural group activities; community or special interest group activities; church or religious activities; went out to a café, restaurant or bar; took part in sport or physical activities; attended sporting event as a spectator; visited library, museum or art gallery; attended movies, theatre or concert; visited park, botanic gardens, zoo or theme park; or none of these. Rather than being concerned with cultural retention, the focus of these questions seems to be on establishing some of the things people do with their non-work time. While the possibilities offered in respect of sport make good sense, the range of possibilities referred to in the third question do not all seem to be of equal significance, nor the relevance of some, clear. Church attendance does seem important, not least because it is frequently associated, in theory, with a limitation on certain kinds of activity, but mixing café attendance with going to a bar does not seem helpful. As to the
list of mainstream cultural activities, the purpose of the questions is again unclear and their possible policy implications obscure.

The next four questions are grouped under the heading ‘cultural identification’ and include whether the person identifies with a tribal group, a language group, or a clan; whether they recognise a homeland or traditional country and whether they are currently living there; and, finally, whether they are allowed to live there. The identity questions are significant given native title and the changes taking place in the census. Those relating to homelands are, however, ambiguous, since one usage of this term is as an equivalent of outstation, whereas the usage here appears to relate to living on Aboriginal land to which one feels one has a right. Clarifying this distinction would be helpful.

The last three questions on the CAI questionnaire, for which permission was first asked to talk about the subject, are under the heading ‘removal from family’. The person is asked whether they were taken from their natural family by a mission, the government or welfare; whether any of their relatives were taken away by the same groups; and which of their relatives were taken away from their natural families. Seven classes of close relative are named, and there are three alternatives of ‘other’, ‘don’t know’, and ‘don’t want to answer’. The purpose of these questions and their usefulness in cross-correlating with other issues has been well demonstrated (Borland & Hunter 2000; Hunter 2001).

**Changes to survey questions**

A considerable number of changes have been made to the questions asked under the section ‘Culture’. In respect of the ‘Language module’ (CAI Questionnaire: p.54), the questions are similar but better phrased. In respect of the ‘Cultural participation/involvement in social activities’ module (CAI Questionnaire: p.55), the first question is changed by the inclusion of a distinct category for ‘Sports carnival’. In 1994 the list of activities was followed by a question about whether and what obstacles prevented people from going to the various activities, with six possibilities and ‘Other’ listed. The equivalent question is now found in a shortened form in the ‘Transport’ module (CAI Questionnaire: p.31). The 1994 question about a place to meet for cultural activities has been dropped. In its place are a whole set of new questions about making craft, cultural performance, and whether people were paid for them; about sport and the role taken in it (CAI Questionnaire: p.56—Q02IISA), and about social activities (CAI Questionnaire: p.57-Q03IISA). The questions under the ‘Cultural identification’ module (CAI Questionnaire: p.58) have been considerably simplified, especially in relation to homelands/traditional country. Now there are just three questions, in place of ten. The question in the 1994 survey on elders has also been removed. Finally, the questions in the ‘Removal from family’ module (CAI Questionnaire: p.59) have been slightly changed: the initial question remains the same but in place
of asking about who brought the removed person up, two questions are asked about whether other close relatives were removed.

Overall, the changes are an improvement. They provide more information on the actual social and sporting activities people undertake, and wasted questions (such as those on elders, on the obstacles to people going to activities and the questions about a place for cultural activities) have been removed. In respect of the various kinds of activities asked about, it seems that better questions could be found to replace those related to libraries, theatres and zoos.

**Findings on cultural participation/involvement in social activities**

A comparison of the findings between 1994 and 2002 is the principal way in which to give the figures some meaning (see Table 20.1). Broadly speaking, there is little overall change. Despite a small decline in the numbers participating in funerals, attendance at funerals remains at a very high level. An increase in the participation in ceremonies could be seen as heartening, if it is true, but it seems counter-intuitive. On the other hand, the increase in participation in festivals and carnivals, which include sport, seems entirely plausible.

**Table 20.1. Cultural participation/involvement in social activities in 1994 and 2002**

<table>
<thead>
<tr>
<th>Activity</th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Funerals</td>
<td>53.2</td>
<td>46.6</td>
</tr>
<tr>
<td>Ceremonies</td>
<td>19.3</td>
<td>23.5</td>
</tr>
<tr>
<td>Festivals/carnivals involving arts, craft, music, dance &amp; sport</td>
<td>41.7</td>
<td>45.9</td>
</tr>
<tr>
<td>Been involved with any ATSI organisation</td>
<td>23.7</td>
<td>26.1</td>
</tr>
</tbody>
</table>

*The 1994 figures use the original weights on a population of 13 plus, while the 2002 tables are for a population of 15 plus. For the purposes of this chapter, it is assumed that this difference can be ignored, as it will not substantively affect the distributions.*

*Source: ABS (2004c: 31)*

It would be interesting to divide these figures between remote and non-remote for both periods but that has not been possible to date. However, for 2002 that division has been supplied (see Table 20.2). The differences are marked in respect of funerals, ceremonies and sports carnivals, broadly involving more than double the percentage of people in remote Australia. Interestingly, the proportion of people involved with ATSI organisations is virtually the same, indicating how relations with government are a central part of contemporary Aboriginal life everywhere.
Table 20.2. Cultural participation/involvement in social activities by remoteness, 2002

<table>
<thead>
<tr>
<th>Activity</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Australia total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Funerals</td>
<td>74.1</td>
<td>36.3</td>
<td>46.6</td>
</tr>
<tr>
<td>Ceremonies</td>
<td>45.0</td>
<td>15.5</td>
<td>23.5</td>
</tr>
<tr>
<td>Sports carnivals</td>
<td>52.8</td>
<td>21.2</td>
<td>29.8</td>
</tr>
<tr>
<td>Festival/carnival involving arts, craft, music or dance</td>
<td>41.7</td>
<td>33.5</td>
<td>35.7</td>
</tr>
<tr>
<td>Involved with ATSI organisations</td>
<td>24.9</td>
<td>26.5</td>
<td>26.1</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: 38)

If the survey is going to be useful in measuring cultural retention through the participation in cultural and social activities, it is important these categories are not changed again.

Table 20.3. Paid and unpaid participation in cultural activities, 2002

<table>
<thead>
<tr>
<th>Activity</th>
<th>Paid</th>
<th>Unpaid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts and crafts</td>
<td>13 993</td>
<td>31 672</td>
</tr>
<tr>
<td>Dance or theatre</td>
<td>7510</td>
<td>15 958</td>
</tr>
<tr>
<td>Writing or telling stories</td>
<td>7670</td>
<td>27 773</td>
</tr>
<tr>
<td>Cultural activities</td>
<td>21 703</td>
<td>55 620</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

The 1994 survey failed to ask anything about the arts and crafts industry, so it would seem that the new questions about paid and unpaid participation in cultural activities are to fill that gap (see Table 20.3). It is not clear, however, what to make of the numbers in the unpaid column. Nor is it clear what to make of the commodification of these activities. Art and craft is, one can assume, production for sale and rather different from the ‘dance and theatre’ category, and the ‘writing or telling stories’ which presumably relate to the subsidising of public performances, teaching in schools and the like. The last category is not at all helpful, as it is too generalised. But if it means that cultural activities such as funerals and ceremonies are being subsidised, then it could be a concern, because it would indicate bureaucratic intrusion into areas of personal, social and cultural life which people should be able to sustain themselves. If they are unable to do so, it has to be asked what role and purpose the state has in trying to maintain these practices on Aboriginal people’s behalf.

Table 20.4. Participation in sporting activity by remoteness, 2002

<table>
<thead>
<tr>
<th>Role</th>
<th>Remote</th>
<th>Non-remote</th>
<th>Australia total</th>
<th>Australia total (number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Player or participant</td>
<td>49.2</td>
<td>44.8</td>
<td>46.0</td>
<td>129 864</td>
</tr>
<tr>
<td>Coach instructor or teacher</td>
<td>10.1</td>
<td>7.5</td>
<td>8.2</td>
<td>23 240</td>
</tr>
<tr>
<td>Referee, umpire or official</td>
<td>9.4</td>
<td>5.0</td>
<td>6.2</td>
<td>17 559</td>
</tr>
<tr>
<td>Committee member or administrator</td>
<td>12.3</td>
<td>3.2</td>
<td>5.7</td>
<td>16 089</td>
</tr>
<tr>
<td>Other</td>
<td>9.8</td>
<td>1.0</td>
<td>3.4</td>
<td>9609</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: 38)
The detail provided on participation in sport is good, and overtime will provide a measure of the significance of this category of activity in Aboriginal life (see Table 20.4). At present, sport is enormously important, with nearly half the population claiming to be actively involved and over half involved as a spectator.

Table 20.5 shows that data for other activities in the last three months include the nebulous and unhelpful category of ‘Went out to a café, restaurant or bar’, which lumps alcohol consumption with eating and coffee drinking. What is needed to improve the social and policy significance of the information on participation in sport is the addition of some measure of intensity.

There are some important differences in remote/non-remote participation, particularly in respect of church or religious activities, with 40.7 per cent of remote people participating in such activities while only 17.3 per cent of non-remote people do so.

Table 20.5. Activities participated in during the three months before the 2002 NATSISS

<table>
<thead>
<tr>
<th>Activity</th>
<th>Australia total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recreational group or cultural group activities</td>
<td>27.7</td>
</tr>
<tr>
<td>Community or special interest group activities</td>
<td>19.5</td>
</tr>
<tr>
<td>Church or religious activities</td>
<td>23.7</td>
</tr>
<tr>
<td>Went out to a café, restaurant or bar</td>
<td>57.1</td>
</tr>
<tr>
<td>Took part in sport or physical activities</td>
<td>37.8</td>
</tr>
<tr>
<td>Attended sporting event as a spectator</td>
<td>48.1</td>
</tr>
<tr>
<td>Visited library, museum or art gallery</td>
<td>23.1</td>
</tr>
<tr>
<td>Attended movies, theatre or concert</td>
<td>32.6</td>
</tr>
<tr>
<td>Visited park, botanic gardens, zoo or theme park</td>
<td>32.7</td>
</tr>
<tr>
<td>Fishing or hunting in a group</td>
<td>13.9</td>
</tr>
<tr>
<td>Not involved in social activities</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: 38) and customised cross-tabulations from the 2002 NATSISS CURF

Cultural identification

The question of identification with a tribal group, language group or clan produced a surprising result (see Table 20.6). The 1994 NATSIS was right at the beginning of the impact of native title. I predicted that with the impact of native title claims, this kind of cultural identification would grow because, particularly in settled Australia, native title claims are usually built around such identifications, and claims are filed in the name of such groups (Peterson 1996). However, remarkably, there has been a decline of around four percentage points between 1994 and 2002 in the propensity to identify with a tribal group. This may mean that by 2002, native title no longer gripped the imagination of many Aboriginal people.
Table 20.6. Identification with a tribal group, a language group or a clan 2002

<table>
<thead>
<tr>
<th></th>
<th>Number</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>152 806</td>
<td>54.1</td>
</tr>
<tr>
<td>No</td>
<td>123 340</td>
<td>43.7</td>
</tr>
<tr>
<td>Don’t know</td>
<td>6058</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

The most interesting figure in respect of homelands (an ambiguous term) is the number of people who do not identify with a homeland, which is up by 5 per cent from the 1994 Census. If this is correct, it is perhaps an indirect measure, of some kind, of the population of Aboriginal descent that is integrated into the wider society, and linked to the changes in identification so marked in the census. It is not surprising, however, that only 21.9 per cent of people live on their own homeland, since just under one-third of the population lives in cities and over two-thirds in settled Australia (see Table 20.7). Since 1994, there has been a decline in about 7 per cent of the population living on their own homeland, a fact which probably reflects real changes going on across the continent.

Table 20.7. Relations with homeland/traditional country, by remoteness in 2002

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Australia total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognises homelands/traditional country</td>
<td>85.8</td>
<td>63.4</td>
<td>69.6</td>
</tr>
<tr>
<td>Does not recognise homelands/traditional country</td>
<td>14.2</td>
<td>36.6</td>
<td>30.4</td>
</tr>
<tr>
<td>Living there now</td>
<td>38.0</td>
<td>15.8</td>
<td>21.9</td>
</tr>
<tr>
<td>Not allowed to visit traditional country</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 12)

The decline in people denied visiting access to their country from 49 per cent of remote Indigenous people to virtually zero is remarkable, and suggests that either the original 1994 figure or this figure is wrong.

Cultural and family responsibilities

References to ‘family responsibilities or considerations’ are found at two points through the 2002 NATSISS questionnaire for non-remote areas (CAI Questionnaire: pp.20, 24). They appear in relation to why people finished school: ‘20—Other personal/family reasons’, or why they are not looking for work (CAI Questionnaire: p.24). More specifically, they appear in the ‘Cultural responsibilities’ module (CAI Questionnaire: p.20). Here, cultural responsibilities are defined as including, ‘such things as telling traditional stories, being involved in ceremonies and attending events such as funerals or festivals’. The question asked was: ‘Because you work, is it possible to meet all your cultural responsibilities?’. Pressure to fulfill cultural responsibilities is also listed as a possible source of problems (stresses) for the interviewee or their family and friends (CAI Questionnaire: p.49). The definition of ‘cultural responsibilities’
used is problematic because it includes both voluntary and involuntary responsibilities. Telling traditional stories or attending festivals would usually be rather more optional than attending a funeral for a close relative.

**Conclusion**

The figures relating to the declining proportion of respondents with a tribal/clan affiliation and to those identifying with a homeland, raise the question of the extent to which the NATSIS results are affected by the recent dramatic increases in the proportion of people self-identifying as Indigenous. It seems likely that this may be having the effect of adding to that section of the Indigenous population who are closest in their characteristics to the general population. If this is correct, it is surprising because one might expect that one of the reasons for the recent increase in self-identification was that people were seeking to be included in native title claims and, therefore, likely to take on a tribal/clan identification and/or identify with a homeland as part of that. The fact that this does not seem to be the case suggests that those commentators who have argued that the motivation of many who recently self-identify as Indigenous is to take advantage of the alleged material benefits of being Indigenous are wrong, and this underlines the complexity of the identity issues.

The questions in the 2002 survey are, overall, a considerable improvement over those included in 1994. They are more detailed and specific and a number of wasted questions have been removed. Nevertheless, there is an opportunity to improve the questions further and to introduce other questions. In particular, more care needs to be given to separating different kinds of activity, such as those that are organised independently of the state from those that are subsidised, and those which are basically optional from those which are not.

Since 1994 the difficult issue of the role of ‘culture’ in sometimes aggravating some of the social problems people have been facing has been cautiously opened up for public debate (Atkinson 1990; Brady 2004; Martin 1993; Pearson 2001; Peterson 1999: 856–59; Sutton 2001). The sort of cultural issues addressed in this literature are not, however, easily examined by survey, since they relate to issues such as aspects of sharing practices, child rearing, and ways of relating, which may have implications for areas such as health, domestic violence and material wellbeing. While such matters may not be easily addressed directly by survey, the possibility exists that there may be proxy ways in which these matters can be approached. However, this again may be difficult, and even if correlations were to be shown between the proxy and particular negative outcomes, the policy implications and consequences might be obscure. There are, however, other questions that could be usefully asked from a policy point of view.
In the previous commentary on the 1994 survey (Peterson 1996) it was suggested that the technique adopted by Moisseeff (1994) in her interesting community survey of Port Augusta could be applied here. It would help researchers learn about important issues such as people’s priorities, provided the results could be abstracted at a community level. She asked people about their main priorities for the community, offering them 12 possibilities which, apart from providing concrete evidence of people’s priorities, produced interesting differences between the weight and ranking given to priorities between men and women. Further, rather than assuming what is significant in terms of cultural maintenance, such as attending ceremonies etc, it would be better to let the interviewees nominate what they see as important in this respect. It would be of greater policy significance if the survey questions were more specific, focusing on information needs and facilities that directly affect people’s daily life.

In a more extended analysis, it would be important to cross-tabulate a number of the results from the culture questions with other sections of the survey. Thus, for example, it would be interesting to see if sports participation, living on homelands or church attendance correlates with measures of community wellbeing, age and gender, as might be expected. Some direct policy implication could flow from any such positive correlations.
21. Language

Inge Kral and Frances Morphy

It is well understood that Australia’s Indigenous languages are endangered, with even the strongest languages having only some few thousand speakers (McConvell & Thieberger 2003; Schmidt 1990). The NATSISS can provide a process whereby data on language use and rates of language loss are gathered as evidence for the implementation and support of language maintenance programs. In this paper, we discuss the application of NATSISS as such an instrument.

This paper is divided into three main sections. In the first section, the questions on language that were asked in the 2002 NATSISS are discussed. Then the 2002 NATSISS evidence on the status and viability of the Indigenous languages of Australia is reviewed. The final section focuses on the issue of whether Indigenous language speakers differ significantly from other Indigenous people in terms of their education and labour force status.

The language questions in 2002 NATSISS

The 2002 NATSISS questionnaires asked the following language-related questions:

Q01LANG: Which language do you mainly speak at home?
1. English
2. Aboriginal language
3. Torres Strait Islander language
4. Other language

Those who answered 2 or 3 were then sequenced past the next question (presumably on the assumption that the answer was self-evident):

Q02LANG: Do you speak any Aboriginal or Torres Strait Islander languages?
1. Yes
2. Yes, some words only
3. No

The next question was asked of everyone:

Q03LANG: When you go to a service or office where only English is spoken, do you have problems with:
1. Understanding people there?
2. People there understanding you?
3. Neither
The final question in the language module varied in its form between the ‘non-remote’ and the ‘remote’ questionnaires. On the ‘non-remote’, the question was asked of those who had answered either 1 and/or 2 to the previous question. Its form was:

Q04LANG: Do you ever need someone to go with you to help you understand?

On the remote area questionnaire, the final question was asked of those who had answered 3 to the previous question. Its form was:

Q04LANG: Is that because you take somebody to help you understand?

This difference is interesting: it is assumed that a person in a non-remote area will only answer ‘neither’ if it is really true that they have no difficulty in being understood or in making themselves understood, whereas in remote areas the assumption is that a ‘neither’ answer does not necessarily rule out the possibility of communication difficulties.

There is one other question in which language featured:

Q01CULT: Do you identify with a tribal group, a language group, or a clan?

1. Yes
2. No
3. Don’t know

It is notable that many more people, in all areas of Australia, answered yes to this question than claimed to speak an Indigenous language (IL).

In the 2002 NATSISS glossary (ABS 2004c: 73) Aboriginal and Torres Strait Islander languages are defined as those in the Australian Indigenous languages group of the *Australian Standard Classification of Languages* (ABS 1997). This list includes the Australian creole languages Kriol and Torres Strait Creole. Oceanic pidgins and creoles and ‘Aboriginal English’ are explicitly excluded in the glossary. Bill Arthur has drawn our attention to language data on Torres Strait Islander language use which calls into question the manner in which this definition was applied in the field. For Torres Strait Islanders who did not speak English at home, particularly those living in Torres Strait, the ‘other’ category is suspiciously high, and the ‘Aboriginal or Torres Strait Islander Language’ category is suspiciously low. It looks very much as if Torres Strait Creole was usually categorised as ‘other’ rather than as a Torres Strait language. It is not possible to check whether something similar happened with Kriol, because its speakers do not form a distinct sub-set of the population in the way that Torres Strait Islanders do. The suspicion is that Kriol was sometimes classified as ‘Aboriginal English’ (see discussion in section three of the paper). This is likely, given the difficulty some Indigenous people have with self-definition in terms of language ‘mainly’ spoken. It might also reflect a lack of sociolinguistic knowledge among interviewers. Since Kriol is an Aboriginal language, distinct
from English, we must conclude that the number of speakers of Indigenous
languages in the Northern Territory and Western Australia is underestimated
in NATSISS. Ironically, the two creole languages of Australia are probably, in
terms of numbers of speakers, the two largest Indigenous languages of the
continent.

The first point to be made is that the questions asked do not correlate well with
those that were asked about language use in the 2001 Census, making it difficult
to compare the two data sets in any meaningful way. We return to this issue
below.

The posing of two questions in the 2002 NATSISS—one on language use at home
(asked first) and one about speaking an Indigenous language or languages—is
a good idea in principle, for reasons that will be discussed at some length below.
However, the alternatives allowed for in question 02 do not necessarily allow
for accurate responses. There are many degrees of language competence between
full, fluent command of a language and knowing only a few words, and many
Indigenous people are likely to fall somewhere on the continuum between the
two extremes. It would be better to distinguish fluent from partial command of
a language, and between the ability to speak and the ability to ‘understand’ a
language, in addition to the final option of knowing only a few words, as the
data give no indication of the numbers of people who may understand an
Indigenous language well without actually being able to speak it. If the
Indigenous language is not used at home, it might also be useful to have a
question regarding with whom speakers use the Indigenous language (see
McConvell & Thieberger 2001).

Although questions 01 and 02 appear to be quite straightforward, in remote
communities it is not unusual to encounter people who would have difficulty
identifying whether they speak either English or an Indigenous language. This
is particularly true in situations where the language is shifting and people
regularly code-switch depending on who they are talking to at home or in the
broader community. For example, even at home, people may code-switch between
a strongly English-based dialect when talking to some relatives, then change
register and use a more complex version of the Indigenous language when talking
to someone else. Language status, identity and context are other factors which
predetermine how people would answer questions 01 and 02, irrespective of
how fully they speak either language. In addition, the answers may differ
according to where and with whom the questions are asked.

These comments are predicated on the assumption that the 2002 NATSISS
questions about language are designed to gather sociocultural data on language
use and rates of language loss or maintenance. However, it could be conjectured
that these questions are designed mainly with a different set of issues in mind,
and clues to this are the final questions on communication difficulties. There is
an inherent tendency to create problems out of Indigenous language use as a barrier to communication with mainstream agencies, rather than viewing it as a (valuable) component of a person’s cultural identity.

Questions 03 and 04 raise further complexities. The underlying assumptions in the questions are too broad. In many service or office contexts, people may have sufficient spoken Standard Australian English (SAE) to comprehend and participate in the everyday ‘over the counter’ spoken exchanges and would therefore answer ‘neither’. The question does not, however, allow for a complex explanation of the range of difficulties that may be encountered when the spoken English becomes more bureaucratic, lexically dense or context-specific, depending on the situation. The questions also do not distinguish between problems with spoken English and problems with literacy. It is quite typical for Aboriginal people from remote communities to have a high level of competence in listening and speaking in English as a second language and be able to participate in complex spoken interactions, yet be unable to read or fill in forms independently. It is more likely that people in this situation would need someone to accompany them to assist with any potential reading and writing difficulties, as much as with understanding spoken English. They may also need help with accessing touch screen information, such as at a Centrelink office.

Is there a future for Indigenous languages?

In his comments on the language questions in the 1994 NATSIS, Nic Peterson considered that the figures ‘hold out some hope for the future’ of Indigenous languages (Peterson 1996: 153). Since there seems to be no significant difference (see Table 21.1) in the numbers of people reporting that they speak an Indigenous language in the 2002 NATSISS, it is tempting to conclude that this comment still holds. However, the questions asked in both 1994 and 2002 allow for some more detailed scrutiny of people’s language use, and lead to a less sanguine conclusion.

Table 21.1. Those who speak an Indigenous language by State, 1994 and 2002

<table>
<thead>
<tr>
<th>State/ Territory</th>
<th>1994</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northern Territory</td>
<td>74</td>
<td>76.6</td>
</tr>
<tr>
<td>South Australia</td>
<td>23</td>
<td>31.4</td>
</tr>
<tr>
<td>Western Australia</td>
<td>21</td>
<td>27.3</td>
</tr>
<tr>
<td>Queensland</td>
<td>15</td>
<td>15.2</td>
</tr>
<tr>
<td>Total</td>
<td>21</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Source: The 1994 data are from Peterson (1996: 152) and the 2002 data are from ABS (2004c: Table 2)

A language remains viable in the long term only so long as children continue to learn it as their first language.¹ Children will only learn a language as their first

¹ The absolute number of speakers is not necessarily significant, provided that other social factors work in favour of a language’s continued existence: in pre-colonial times (as in Papua New Guinea, where
language if it is the language mainly used at home by the adults and older children in the household. Both the 1994 NATSIS and the 2002 NATSISS, importantly, asked not only whether people spoke an Indigenous language but also what language was used mainly at home—see the endangerment index proposed in the State of Indigenous Languages (SOIL) report (McConvell & Thieberger 2001). Table 21.2 tabulates the 2002 NATSISS results by State.

**Table 21.2. Those whose main language at home is an Indigenous language, by state, 2002**

<table>
<thead>
<tr>
<th>State/Territory</th>
<th>NT</th>
<th>SA</th>
<th>WA</th>
<th>QLD</th>
<th>ACT</th>
<th>VIC</th>
<th>NSW</th>
<th>TAS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Speaks an Indigenous language</td>
<td>76.6</td>
<td>31.4</td>
<td>27.3</td>
<td>15.2</td>
<td>10.7</td>
<td>7.8</td>
<td>3.2</td>
<td>1.2</td>
<td>21.1</td>
</tr>
<tr>
<td>Aboriginal language is main language spoken at home</td>
<td>63.0</td>
<td>12.1</td>
<td>11.4</td>
<td>1.7</td>
<td>1.2</td>
<td>0.5</td>
<td>0.1</td>
<td>c</td>
<td>10.9</td>
</tr>
<tr>
<td>TSI language is main language spoken at home</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>3.8</td>
<td>c</td>
<td>0.7</td>
<td>0.1</td>
<td>c</td>
<td>1.2</td>
</tr>
</tbody>
</table>

a. Estimate has a relative standard error of 25% to 50% and should be used with caution.
b. Estimate has a standard error greater than 50% and is considered too unreliable for general use.
c. Nil or rounded to zero (including null cells).

Source: ABS (2004c: Table 2)

Several points can be made about Table 21.2. The first is that data on language use in those areas where very few people speak an Indigenous language is subject to high standard errors and is essentially unusable. In the rest of this discussion, the less fine-grained division between remote and non-remote will mainly be used as the basis for comparison. However, even bearing in mind this proviso, two things are clear. Firstly, it is only in very remote Australia (predominantly the NT and remote SA, WA and QLD) that a significant number of people speak an Indigenous language. This is a reflection of past colonial circumstances across the country, and is not unexpected. The second and more worrying fact is that levels of Indigenous language use in the home are significantly lower in all cases except in the Northern Territory. Even there, 13 per cent of those who speak an Indigenous language are not using it as the main language in the home, and are therefore not passing on that language as a first language to the younger generations. According to the ABS (2004c: 31), the numbers of people who use an Indigenous language at home has not changed significantly since the 1994 one-quarter of the world’s languages are spoken) many Indigenous Australian languages would have had no more than 200 speakers (see e.g. Blake 1981: 43).
NATSIS. However, if these figures—both in 1994 and 2002—are a true reflection of language use at home, we can expect to see the numbers of people who claim to speak an Indigenous language beginning to fall in subsequent surveys, as the cohort now aged below 15 years begins to figure significantly in the data.

The 2002 NATSISS (and its predecessor, the 1994 NATSIS) did not collect data at the level of actual languages used, unlike the 2001 Census. Unfortunately, the census question on language does not produce data that is strictly comparable with the data collected in the 2002 NATSISS. NATSISS asks two main questions: whether a person speaks an Indigenous language, and what the main language is that is spoken at home. The census asks only one question that varies according to whether the Special Indigenous form was used or not, and only asks about language use at home. The word ‘main’ is missing from the census language questions, so that arguably the responses to this question and the 2002 NATSISS question on language use in the home could elicit different answers from individuals living in households where more than one language is commonly spoken.

The census also asks the respondent to give the name of the language spoken at home. The 2002 NATSISS does not—presumably because this fine-grained level of detail would not produce statistically robust results. Because the census questions differ from those of NATSISS, it is unfortunately not possible to use census data on individual languages to determine whether it is all languages that are undergoing death by slow attrition, or whether some languages are thriving, relatively speaking, while others are on their way out. The latter scenario is the more probable. The NATSISS data, because they are not fine-grained, tend to give a superficial impression of gradual decline overall, whereas in reality selective language death probably continues apace. This has obvious policy implications at a local level, but NATSISS data cannot help to pinpoint the areas of difference at that level.

The NATSISS questions provide two other windows on language use and potential changes in use. One is the possibility of correlating the language data with the age data. The results are given in Table 21.3.
Table 21.3. Knowledge and use of Indigenous language by age group

<table>
<thead>
<tr>
<th>Age</th>
<th>15–24</th>
<th>25–34</th>
<th>35–54</th>
<th>45–54</th>
<th>55+</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Speaks an Indigenous language</td>
<td>18.2</td>
<td>22.3</td>
<td>21.8</td>
<td>19.5</td>
<td>26.1</td>
<td>21.1</td>
</tr>
<tr>
<td>Aboriginal language is main language spoken at home</td>
<td>10.0</td>
<td>12.1</td>
<td>10.0</td>
<td>9.7</td>
<td>13.4</td>
<td>10.9</td>
</tr>
<tr>
<td>TSI language is main language spoken at home</td>
<td>1.1a</td>
<td>0.8a</td>
<td>1.6a</td>
<td>1.0a</td>
<td>1.3b</td>
<td>1.2</td>
</tr>
</tbody>
</table>

a. Estimate has a relative standard error of 25% to 50% and should be used with caution.
b. Estimate has a standard error greater than 50% and is considered too unreliable for general use.
Source: ABS (2004c: Table 3)

This is the national picture, and it would have been desirable to break this table down by remoteness as well. At the national level, it is not possible to conclude much from this Table, except that those aged 55+ are more likely to speak an Indigenous language than those in younger cohorts, and that they are also somewhat more likely to be living in a household where the main language spoken is an Indigenous language. As far as it goes, this seems to fit with the other data on the attrition of Indigenous languages.

The other measure of possible language change is given by the additional question where people could report that they ‘speak some Indigenous words only’. As noted above, the bipartite division between ‘speaks a language’ and ‘speaks some words only’ is a somewhat crude measure of language capacity — there are many intermediate stages between full fluency and the retention of a few words. Despite that caveat, the comparative results from these two questions are suggestive. Table 21.4 shows this comparison, broken down into remote versus non-remote areas.

Table 21.4. Language fluency, by remoteness category

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Non-remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Speaks an Indigenous language</td>
<td>54.2</td>
<td>8.6</td>
<td>21.1</td>
</tr>
<tr>
<td>Speaks some Indigenous words only</td>
<td>17.3</td>
<td>23.8</td>
<td>22.0</td>
</tr>
<tr>
<td>Does not speak an Indigenous language</td>
<td>28.5</td>
<td>67.6</td>
<td>56.9</td>
</tr>
</tbody>
</table>

Source: ABS (2004c: Table 12)

The remote and non-remote columns display, essentially, two stages in the process of language loss. In non-remote Australia, Indigenous languages are largely defunct, especially if the numbers of people who speak one as a main language at home is a guide to the long-term viability of a language (see Table
However, a substantial proportion of people (nearly one-quarter) still know some words from one or more Indigenous languages, and in all probability use them in their variety of ‘Aboriginal English’ or SAE. These words may remain in use for some time to come as a badge of Indigenous identity. Over two-thirds of Indigenous people in non-remote areas do not even claim to know any words from an Indigenous language (they may know some, but may not be aware of their origin). In remote areas, over half of Indigenous people still claim to speak an Indigenous language, a substantial number (17.3%) say they speak some words only, and a more substantial number (28.5%) claim not to speak an Indigenous language. Had NATSISS questions been asked 100 years ago in non-remote Australia, the results might well have been similar to those for remote areas today, and there is a prospect that in 100 years from now the picture for remote Australia will be similar to that for non-remote Australia today.

**Are speakers of Indigenous languages different from other Indigenous people?**

We have already seen one way in which Indigenous language speakers differ from other Indigenous Australians: they are concentrated overwhelmingly in remote Australia. Are they indistinguishable from other remote Indigenous people, or do they form a distinctive sub-set of that population? In the following comparisons, we treat all Indigenous language speakers as if they were remote dwellers and compare them to the remote population as a whole.

**Level of schooling**

To be fully interpretable, the populations shown in Table 21.5 would have to be broken down by age. But if that were done, the raw numbers in each cell would make the data statistically unreliable. It would appear that Indigenous language speakers are significantly less likely than the remote population as a whole to complete high school (or even to attend school, since the first column includes those who never went to school).

<table>
<thead>
<tr>
<th></th>
<th>Year 9 or below</th>
<th>Year 10/11</th>
<th>Year 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indigenous language speakers</td>
<td>29.8 %</td>
<td>17.6 %</td>
<td>15.5 %</td>
</tr>
<tr>
<td>Remote total</td>
<td>46.1 %</td>
<td>28.2 %</td>
<td>8.5 %</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

There is a somewhat unexpected reversal shown in the final column, where Indigenous language speakers appear to be more likely to finish Year 12 than the remote population as a whole. Quantifying educational attainment data in remote and very remote Australia is complex and tells us little, unless it is broken down by age and region and also accompanied by sociocultural information.
pertaining to that region. For example, compulsory schooling came relatively late to many remote Aboriginal regions, so there has been minimal transmission of the culture of formal schooling, and in some places there is still little access to secondary education, making comparisons with other data questionable. Experience has shown that some Aboriginal people in remote Australia have difficulty identifying what year level they completed, as completed credentials are rare and the English nomenclatures may be meaningless for a few reasons. Firstly, the use of the terms Year 9, Year 10, etc may not be commonly recognised, particularly by people who went to high school when the descriptors differed (Form 3, Form 4, etc). Secondly, many people who went to school as teenagers may have been to school up to say age 15, but their actual academic level was most likely much lower than their mainstream age counterparts. Also, in many places teenagers are often grouped together in collective ‘post-primary’ classes and sometimes leave school not knowing what year level they have attained. See Morphy (2002: 47) for comments on difficulties with the ‘education’ questions in the 2001 Census in an outstation community in the Northern Territory, and Kral (forthcoming) for self-definition of educational attainment in very remote communities.

A final point from our experience in gathering such data in remote communities is that many people have finished school around age 12 and it is not uncommon for people to answer ‘12’ and for interviewers to erroneously interpret this as Year 12. This alerts us to the linguistic and cultural complexities embedded in the survey itself that cannot be ameliorated simply by using interpreters.

**Labour force status**

In this section we make a distinction between very remote areas where CDEP is the main employer and remote areas where non-CDEP mainstream employment is available (see Table 21.6). In both remote and very remote areas, Indigenous language speakers are more likely to be on CDEP than those who do not speak an Indigenous language. In remote areas, those who speak only some Indigenous words are intermediate between the other two categories, but in very remote areas they are even more likely to be on CDEP than those who speak an Indigenous language. We return to that slight puzzle below. Overall, people in remote Australia are much less likely to be on CDEP (16.9%) than they are in very remote Australia (42.2%). In both areas, speakers of Indigenous languages are less likely to have a non-CDEP job than are their counterparts who speak only some words or who do not speak an Indigenous language. Rates of official unemployment are generally lower in very remote Australia than in remote Australia, and the lowest rate of unemployment is among Indigenous language speakers in very remote areas. Finally, relatively more Indigenous language speakers in both types of area are ‘not in the labour force’ compared to their counterparts in the other two categories.
This somewhat complex picture probably results from the interaction of several factors. CDEP clearly has a more prominent role in very remote Australia than in remote Australia, and this is almost certainly partly due to the dearth of non-CDEP jobs. It also seems to take up more of the unemployment ‘slack’ in very remote areas. Altman, Gray and Levitus (2005: 9), in their discussion of the profile of CDEP participants, note that ‘CDEP participants are more likely to speak an Indigenous language than the mainstream employed’, and that this holds in all areas, not just in remote and very remote areas. They equate Indigenous language speakers with the category ‘more traditionally-oriented’ people who have ‘strong maintenance of customary practices’, and note that CDEP seems to be popular with this category of people. Elsewhere, Altman (2005a) and Arthur (2002) both attribute this to the flexibility of CDEP, which allows people to continue to maintain non-work related aspects of their lives, particularly their ceremonial obligations and their subsistence hunting and gathering activities.

Table 21.6. Whether speaks an Indigenous language (remote versus very remote areas), by labour force status

<table>
<thead>
<tr>
<th></th>
<th>Remote</th>
<th>Very remote</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Speaks an Indigenous language</td>
<td>Speaks only some Indigenous words</td>
</tr>
<tr>
<td>Employed: CDEP (%)</td>
<td>25.5</td>
<td>18.4</td>
</tr>
<tr>
<td>Employed: non-CDEP (%)</td>
<td>17.0</td>
<td>36.2</td>
</tr>
<tr>
<td>Total employed (%)</td>
<td>42.5</td>
<td>54.6</td>
</tr>
<tr>
<td>Unemployed (%)</td>
<td>10.2</td>
<td>13.6*</td>
</tr>
<tr>
<td>Total in the labour force (%)</td>
<td>52.7</td>
<td>68.2</td>
</tr>
<tr>
<td>Not in the labour force (%)</td>
<td>47.3</td>
<td>31.8</td>
</tr>
</tbody>
</table>

Source: Customised cross-tabulations from the 2002 NATSISS CURF

The category ‘not an Indigenous language speaker’ in very remote areas shows a somewhat unexpectedly large proportion of people on CDEP. We suspect that this is because of the failure to distinguish Kriol speakers consistently as speakers of an Indigenous language. As a result, in very remote areas, the category ‘not an Indigenous language speaker’ may in fact conceal two very distinct sub-populations. These are local Kriol or Aboriginal English speakers who are on CDEP and speakers of more SAE, some of whom may well be from interstate or have returned to traditional homelands after growing up elsewhere. In some very remote communities CDEP is virtually the only employment option, so the CDEP category embraces all ‘workers’ irrespective of language spoken or prior educational qualifications.
Conclusion

The Indigenous Australian population is, statistically speaking, quite small. It is characterised by its diversity, which has multiple origins. Firstly, it was always diverse. Secondly, it experienced the colonisation of the continent in very different ways and at different times. Thirdly, the variable effects of social engineering (by missionaries, government officials, industry, successive changes in state policy, and so on) have had significant and sometimes different local impacts. What we have, in effect, is multiple sub-populations. The data on language, at least, suggest that treating the current Indigenous population as a homogeneous entity that is amenable to standard sampling techniques—particularly when the sample chosen is rather small—is perhaps an intrinsically flawed endeavour. This is particularly so when the methodological requirements for sensitivity to the linguistic and cultural complexities may be unattainable. This paper seeks also to show that much of the decontextualised information attained using a survey such as NATSISS is only minimally useful when disassociated from the particular social, cultural and historical factors of each context. A sample survey like NATSISS can throw up questions for further detailed research, but it cannot of itself produce data that is meaningful at a level where it could be the basis for the coherent development of policy. More in-depth and comprehensive information about the status of Indigenous languages should therefore be sought in the Australian Institute of Aboriginal and Torres Strait Islander Studies (AIATSIS)/Federation of Aboriginal and Torres Strait Islander Languages (FATSIL) National Indigenous Language Survey (AIATSIS/FATSIL 2005).
22. Torres Strait Islanders and the national survey model

Bill Arthur and John Hughes

This is the fourth event related to the NATSISS-type surveys that I have participated in. The three others have been a pre-NATSIS workshop in 1992 (Arthur 1992), a post-NATSIS workshop in 1996 (Arthur 1996) and a publication prepared by me and published jointly by the ABS in 1997 (ABS/CAEPR 1997). ¹ That previous work followed my principal brief at the CAEPR which was to increase the commitment to provide policy-relevant data and information on Torres Strait Islanders (Islanders). In this role, much of what I said in the former work noted first that Islanders were not generally given much priority in standard ABS publications, and that there were certain conditions specific to Islanders that should be noted and recorded in any social surveys. In this paper I will review the earlier work to estimate the quality and coverage of data on Islanders in the 2002 NATSISS.

The Islander homeland is Torres Strait, a remote archipelago of small islands located on the political and cultural borderland between Melanesian Papua New Guinea (PNG) and Aboriginal Australia. Under Queensland legislation, Islanders were not allowed to move out of the Strait until the 1950s, after which many shifted to the mainland with a degree of enthusiasm. Many moved to improve their access to education, employment and to the generally higher level of services on the mainland. This movement, from a one-spot source, has continued and has been likened to a ‘Diaspora’. As shown in Figure 22.1, initially, most Islanders moved to mainland Queensland, ² and although they later spread to other States and Territories, the greatest numbers are still found in Queensland. ³ Those in Torres Strait live in the small regional town of Thursday Island and its

¹ The 1992 and 1996 workshops were both hosted by CAEPR at the ANU (Altman 1992; Altman & Taylor 1996a).
² For policy purposes, the region and communities that make up Torres Strait are those within the purview of the Torres Strait Regional Authority. This includes two communities on the tip of Cape York Peninsula (Seisia and Bamaga). These communities largely consist of Islanders and their descendants who were relocated there from islands in the Strait after World War II (Arthur 1990). References made here to Islanders within Torres Strait include those in Seisia and Bamaga, while references made to Islanders on the mainland means all of the others. This, for the reasons of policy noted above, is despite the fact that Seisia and Bamaga are geographically on Cape York (part of the mainland of Queensland and Australia).
³ Figure 1 also shows that the mainland population increased dramatically following the move out of Torres Strait. It is thought that this can be explained partly by numbers of Islanders forming unions and having children with non-Islanders. Assuming these children identify as Torres Strait Islanders, such ‘out-marriage’ mathematically increases population growth (Sanders & Arthur 1997). In addition, there is some concern about the accuracy of more recent census data due to the possibility of other island people identifying in censuses as Torres Strait Islanders (see ABS/CAEPR 1997: 29–31).
surrounding small island communities, while Islanders outside Torres Strait reside mostly in urban coastal centres, just like the vast majority of Australia’s population. This aspect of the population distribution has implications for socioeconomic status: when compared with mainland urban centres, the formal labour market in the Strait is rather restricted.

Figure 22.1. Torres Strait Islander population, 1880–2001: a contextual note

Source: Census of population and housing, various years.
Other work, largely (but not only) based on census data, has revealed several policy-related factors regarding Islanders, including that:

- only in Queensland are Islanders given any particular or Islander-specific attention in that State government’s programs (Arthur 1998)
- Islanders in Torres Strait have a different socioeconomic status from those in the rest of Queensland. This is largely because, as noted above, they live in different kinds of places—a remote archipelago and urban centres (Arthur & Taylor 1994), and
- Islanders seem to have had a different socioeconomic status from Aboriginal people at a national level (Taylor & Gaminiratne 1992).

The historical distribution of Islanders, together with the policy and socioeconomic factors noted above, suggest that it would be valuable to obtain policy-relevant data on Islanders for particular groupings. Using data from the 2001 Census, these groupings and their size are shown in Tables 22.1 and 22.2. The groupings are Islanders in Torres Strait, Islanders on the mainland of Queensland, and Islanders in other States. We should note that these populations are quite small: there are only 6000 Islanders in Torres Strait, 19 000 on the Queensland mainland and 18 000 in all of the other States/Territories, and this makes them rather hard to survey adequately. Also, whereas in Torres Strait, Islanders are the majority, in all other places they are a small part of the Indigenous population. Overall, as we can see, Islanders are only some 11 per cent of the total Indigenous population.

**Table 22.1. Relevant Islander population groups, 2001**

<table>
<thead>
<tr>
<th>Population groupings</th>
<th>Number</th>
<th>Per cent of total Islander population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Islanders in Torres Strait</td>
<td>6000</td>
<td>14</td>
</tr>
<tr>
<td>Islanders on the mainland of Queensland</td>
<td>19 450</td>
<td>44</td>
</tr>
<tr>
<td>Islanders in other States and Territories</td>
<td>18 124</td>
<td>42</td>
</tr>
<tr>
<td>All Islanders</td>
<td>43 574</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: 2001 Census

**Table 22.2. Relevant Islander and Aboriginal population groups, 2001**

<table>
<thead>
<tr>
<th>Population groupings</th>
<th>Number</th>
<th>Per cent of total Australian Indigenous population</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Islanders</td>
<td>43 574</td>
<td>11</td>
</tr>
<tr>
<td>All Aboriginal people</td>
<td>366 429</td>
<td>89</td>
</tr>
<tr>
<td>All Indigenous people</td>
<td>410 003</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: 2001 Census

I will now comment on some aspects of the 1992 pre-NATSIS workshop, the 1996 post-NATSIS workshop, and the 2002 NATSISS. Bearing in mind what I have said about the significance of the distribution of Islanders, this will be my principal interest.
The 1992 pre-NATSIS workshop
In 1992 at the pre-NATSIS workshop, I proposed that factors of culture, socioeconomic status and history legitimised the view that Islanders are a distinct group that should be viewed separately from Aboriginal people (Arthur 1992). I noted, however, that the ABS did not generally produce standard publications that were dedicated solely to Islanders, or that allowed us to compare Islanders with Aboriginal people (Arthur 1992: 64). I noted that Islanders in Torres Strait obtained their income from a mix of sources: commercial fishing, welfare, and subsistence (what Jon Altman later characterised as a ‘hybrid economy’ (2002)) and that it would be good if NATSIS could find out more about each element of this income (Arthur 1992: 62). I also proposed that, unlike the situation in mainland Aboriginal communities, in Torres Strait the dinghy was probably a more important work tool than the car and so any survey should attempt to find out more dinghy running costs, rather than car costs (Arthur 1992: 62). Given what we knew about language use in Torres Strait, I suggested that proficiency in oral communication should be determined there with some reference to the use of Creole (Arthur 1992: 64–5). However, as something of a ‘catch-all’, I noted that it was likely that most of what we wanted to know or needed to know about Islanders could probably be gleaned from the five-yearly censuses (Arthur 1992: 60) and, indeed, this remains very much my position today (see below).

The 1996 post-NATSIS workshop and publication
The 1992 workshop was followed by a post-NATSIS workshop in 1996. At this workshop I noted that the 1994 NATSIS had provided some new data across many of the survey categories, such as those for health, family and culture, law and justice (Arthur 1996: 170). However, I also said that the 1994 standard publications did not provide any data specifically for Islanders. Rather, it gave data on Indigenous people in Torres Strait. On the other hand, as the vast majority of Indigenous people in the Strait are, in fact, Islanders, this represented a de-facto measure of Islanders in Torres Strait and was therefore quite adequate (Arthur 1996: 166–7).

To improve the Islander-specific findings from the 1994 survey, the ABS and I collaborated on a publication dedicated solely to data on Islanders. However, because of the sample size, this work could only deal with Islanders in Torres Strait and in the rest of Queensland (Arthur 1996: 166–7). This publication looked at several of the NATSIS categories (see ABS/CAEPR 1997).

Also, the 1994 NATSIS did not provide data on Islanders in States other than Queensland (Arthur 1996: 170) Therefore, a comparison between the characteristics of the Islander population in Torres Strait and that in the rest of Australia could not be made. Nor did the data allow one to compare fully all Aboriginal people with all Islanders.
The 2002 NATSISS

The 2002 NATSISS provided the following data. For the standard survey categories, the ABS (2004c: 20) allows us to compare the total Australian Aboriginal population with the total Torres Strait Islander population. This allows the national comparison of Islanders and Aboriginal people that I requested in the earlier work. The data are not provided at the State and Territory level, but I am less certain that this level of analysis is really required. As noted above, in many cases the census data are adequate.

For slightly fewer categories in the 2002 NATSISS, ABS (2004c: 50) allows us to compare:

- Islanders in the Strait with Islanders in the rest of Queensland, and
- Islanders in the Strait with Islanders in all of the rest of Australia (that is, all of the mainland).

This provides the data requested earlier and allows an adequate, if not a good, comparison of the Torres Strait and the national Islander populations. The 2002 NATSISS does not provide results for Islanders in State and Territories other than Queensland, but again these may not really be necessary and in most cases census data will probably suffice for policy purposes.

Some results from 2002 NATSISS

Figure 22.2. Selected characteristics for Islanders living in the Torres Strait and rest of Australia

![Diagram showing selected characteristics for Islanders living in the Torres Strait and rest of Australia]

Source: ABS (2004c: Table 23).

Figure 22.2 shows several results from the 2002 NATSISS comparing Islanders in Torres Strait with those in the rest of Australia. We see that on the mainland, the main language spoken at home was English while in the Strait it was an ‘other’ language, in this case Creole. As we are aware that Islanders are engaging
with mainstream society on the mainland, the different use of language in the two locations is exactly what we would expect. As regards rental housing, houses in Torres Strait were more likely to have structural problems than were those on the mainland and, again, this is what we would expect as most housing in the Strait is community rental housing located on small islands. This is generally of a lower standard than public rental housing on the mainland. Regarding access to a motor vehicle, although the data in Figure 22.2 are probably correct, in Torres Strait, as I noted 1992, the more important data would be about access to a dinghy and the 2002 result on motor cars may not be very relevant. On the other hand, while some more data on access to dinghies might be relevant, it is probably quite easy to obtain for other sorts of surveys that focus directly on Torres Strait.

**Figure 22.3. Selected comparisons between Aboriginal Australians and Torres Strait Islanders**

![Graph showing comparisons between Aboriginal Australians and Torres Strait Islanders](source-image)

Figure 22.3 shows several results from the 2002 NATSISS comparing all Islanders with all Aboriginal people nationally. The data here suggest that Islanders are ‘riskier’ drinkers than Aboriginal people. This seems counter-intuitive given what we already know about Aboriginal and Torres Strait Islander drinking habits (see Brady & Chikritzhs in this volume, and Arthur 1996) and I am unable to explain this apparent anomaly.

The data also show that Islanders use the legal service less than Aboriginal people. It is worth noting here that although the imperative for the 1994 NATSIS came from recommendations of the Royal Commission into Aboriginal Deaths in Custody, the Commission’s reports did not list any Islanders as having died in custody. This was despite the fact that overall, Queensland had the second
highest number of deaths in custody of any State or Territory (Arthur 1992: 64). I can also add that an Islander working in a Queensland legal service office told me that he had not dealt with a single Islander client in his time there. Therefore, the NATSIS data may well reflect the situation on the ground.

Table 22.3 summarises the various survey type events discussed above, indicating the extent to which data requested have been supplied.

Table 22.3. The survey events and data requested: 1992 to 2002

<table>
<thead>
<tr>
<th>Data requested in 1992 for 1994 NATSIS</th>
<th>Data provided in 1994 NATSISS</th>
<th>Data requested in 1996 post-NATSISS</th>
<th>Data provided in 2002 NATSISS</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated Islander data</td>
<td>No</td>
<td>Dedicated Islander data</td>
<td>Yes</td>
<td>Adequate</td>
</tr>
<tr>
<td>Data on income sources</td>
<td>No</td>
<td>No, but too hard for a national survey—better by another technique</td>
<td>Not relevant for a national survey</td>
<td></td>
</tr>
<tr>
<td>Data on dinghies</td>
<td>No</td>
<td>Probably not, but possibly better from other surveys</td>
<td>Adequate</td>
<td></td>
</tr>
<tr>
<td>Data on Creole</td>
<td>Yes</td>
<td>Yes</td>
<td>Adequate</td>
<td></td>
</tr>
<tr>
<td>Data for other States</td>
<td></td>
<td>No, but probably data from censuses will suffice</td>
<td>Adequate</td>
<td></td>
</tr>
<tr>
<td>Data for the mainland</td>
<td></td>
<td>Yes</td>
<td>Adequate</td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion**

This paper has not been a full study of the 2002 NATSISS data. However, a brief analysis of the data indicates that they reveal little that is unexpected. The type of data collected and the geography of the collection and its publication—the geography of the statistics—seem quite adequate. There are still no data for Islanders in States other than Queensland, but are these really required? There are not many Islanders, and they are a small part of the Australian Indigenous population, making them quite hard to pick up in a national Indigenous survey. Other work has analysed the socioeconomic status of Islanders in other States from census data and it is likely that, as predicted in 1992, these will be prove adequate for policy purposes. Where census data are inadequate, it is also likely that another form of survey would better capture the features of such a small population. In addition, it worth recalling that the rationale for the NATSIS type surveys was the Royal Commission into Aboriginal Deaths in Custody and this rationale may have had less relevance for Islanders than for Aboriginal people. Therefore, it is possibly time to reassess the purpose of the NATSISS type of survey against current issues. In doing this, some attention should be given to demarcating the potential for the censuses to provide adequate data. In considering the potential for NATSISS-type surveys to address current policy issues, a relevant priority of questions might be: In what subject areas is the census adequate? Which of the remaining subject areas can be addressed by a
national survey? By which means can the balance of the information needed (if any) be collected?

Tom Calma

The perspective that I intend to bring to this discussion is a human rights one. I want to reflect on the importance and utility of Indigenous socioeconomic data in contributing to improved enjoyment of human rights by Indigenous peoples in Australia.

Generally speaking, in Australia we have not converted our international human rights obligations into domestic law and practice very well. This is particularly the case in relation to economic, social and cultural rights, such as the right to health, housing, education and so forth. As a result, human rights standards do not enjoy prominence as a tool in planning policy or in holding governments accountable in Australia.

Despite this, there are significant developments occurring in the human rights system worldwide which demonstrate the suitability of a human rights framework for advancing policy development and which ultimately can guide improvements in Indigenous socioeconomic outcomes.

What I intend to do today is to identify some recent developments at the international level relating to human rights and outline a human rights framework for addressing Indigenous socioeconomic status. I will then consider this in light of recent developments in Indigenous policy making in Australia, and make some comments about:

- the adequacy of existing processes for assessing Indigenous socioeconomic outcomes
- how these processes relate to Australia’s human rights obligations and how adequate they are in holding governments accountable for the commitments they have made through the COAG, as well as through the new arrangements at the federal level, and
- future directions for data collection and the identification of research priorities for analysing Indigenous socioeconomic outcomes from a human rights and social justice perspective.
Recent international developments—the human rights context

I want to begin at the international level. Recent years have seen significant discussion at the United Nations (UN) on how to better integrate human rights into its everyday activities. There are currently three main, inter-related developments.

Firstly, there is the focus on the need to reform the operations of the UN itself. Debate on this issue is currently focused around the report by Kofi Annan, the Secretary-General of the United Nations, which is titled, *In Larger Freedom: Towards Development, Security and Human Rights for All*.

This report proposes some radical change to the structures of the UN, from the Security Council through to replacing the Commission on Human Rights. The report will form the basis of the summit of world leaders taking place in New York in September this year. The Summit will assess progress five years down the track in implementing the UN Millennium Declaration and in meeting the targets set in the declaration, known as the Millennium Development Goals.

The report of the Secretary-General is focused on achieving better integration of the purposes of the UN as laid down in the UN Charter—namely, peace and security, development, and human rights. As the Secretary-General’s report (Annan 2005: para 17) states:

> Humanity will not enjoy security without development, it will not enjoy development without security, and it will not enjoy either without respect for human rights. Unless all these causes are advanced, none shall succeed.

The report proposes a speeding up of a process that has been underway for at least the past decade; of integrating human rights into the everyday operations of the UN. The process is being termed ‘mainstreaming’. It envisages a significantly expanded role for the Office of the High Commissioner for Human Rights, as well as making human rights issues central across all areas of UN activity, with a particular focus on the rule of law, democratic processes and addressing extreme poverty.

The *second* development is the increased focus and commitment of the UN on poverty eradication. This is exemplified by the Millennium Development Goals[^1] and the commitments of all governments to achieve these goals by the year 2015.

[^1]: The goals are: eradicate extreme poverty and hunger; achieve universal primary education; promote gender equality and empower women; reduce child mortality; improve maternal health; combat HIV/AIDS, malaria and other diseases; ensure environmental sustainability; and develop a global partnership for development.
The focus of these goals is very much centred on developing nations. The usual context in which the involvement of countries like Australia is discussed is in relation to international aid, technical assistance and debt relief. But the implications of this focus on poverty eradication clearly relate to the situation of Indigenous peoples in Australia.

As part of the UN reform process, a large part of the focus on integrating human rights into UN activities more generally has been on improving the human rights system. In her report to the UN General Assembly for the upcoming summit in September 2005, the High Commissioner for Human Rights (Louise Arbour) has set out how she envisages the human rights system can be used to address the challenge of poverty eradication. Her comments are directly relevant to the challenges in improving Indigenous socioeconomic outcomes in Australia. Arbour (2005) states:

We will focus on promoting rights-sensitive poverty reduction strategies and the application of rights-based approaches to development, and advancing the right to development. In doing so, we will emphasise the free, active and meaningful participation of rights holders, the accountability of duty bearers, non-discrimination at all levels and the political and economic empowerment of those that development seeks to lift out of poverty. In addition, we will use the human rights framework to buttress and solidify pledges made by the richer countries.

Significant work has already commenced with the purpose of elaborating the linkages between human rights, poverty eradication and development. Past social justice and native title reports have highlighted this work, such as the extensive focus on human rights by the United Nations Development Programme (UNDP) (including through its annual Human Development Reports), increased focus on the right to development, and also through the drafting of guidelines on human rights and poverty eradication by the High Commissioner for Human Rights and the UNDP. I will refer to this work in more detail shortly.

The third development internationally, which complements these issues, is that we are also facing an increased level of consideration of issues specifically relating to Indigenous people in the UN system. This is very much a result of the inaugural four years of work of the Permanent Forum on Indigenous Issues. This forum, to which Mick Dodson was elected as the representative of the Indigenous peoples of the Pacific region last year, has been very successful in highlighting the plight of Indigenous peoples at the highest levels of the UN.

At its fourth session earlier this year, for example, the forum considered the application to Indigenous peoples of the Millennium Development Goals relating to the provision of universal primary education and the eradication of extreme poverty. In its report to the Economic and Social Council, the forum stated that
‘Indigenous and tribal people are lagging behind other parts of the population in the achievement of the [Millennium Development Goals]…in most, if not all, the countries in which they live’ and called for greater attention to the situation of Indigenous peoples (Permanent Forum on Indigenous Issues 2005: paras 4–6).

Indigenous peoples from so-called ‘first world’ countries such as the United States of America, Canada and Australia have consistently voiced their concerns at the Permanent Forum about the extent of poverty and marginalisation in their communities and the need for increased international attention to this situation. In doing so, they have challenged the traditional focus of UN activity being solely on the developing world.

The Permanent Forum has also led developments in the UN to improve systems for collecting and disaggregating data relating to Indigenous peoples at the international level. In January 2004 they convened an international workshop on data collection and disaggregation for Indigenous peoples (Permanent Forum on Indigenous Issues 2004). This workshop identified the need for full participation of Indigenous peoples in all stages of data collection and analysis as an essential component of emerging participatory development practice.

So what does all of this mean?

The main point to take from this overview is that we are seeing a significantly increased focus in the UN system on the situation of Indigenous peoples and on poverty eradication and development as human rights issues. The normative frameworks of the human rights system are being increasingly applied to these issues.

As a result, there is increased attention to how governments go about addressing poverty within their borders, as well as how they participate in international cooperation efforts, and increased scrutiny of government’s performance on these issues. For Australia, this has the following implications:

• Firstly, we can expect that the ‘Achilles heel’ that is the poor performance of successive Australian governments in addressing Indigenous marginalisation will receive increasing attention internationally and this attention will broaden in its focus as human rights approaches to poverty and development become ‘mainstreamed’ across the international system.

• Secondly, we can expect greater scrutiny of our policy approaches to addressing poverty and development among Indigenous peoples as a matter of compliance with our human rights obligations.

**A human rights approach to assessing Indigenous socioeconomic outcomes**

So, then, what does a human rights approach to assessing Indigenous socioeconomic outcomes entail?
A rights-based approach includes the following elements:

- it emphasises the accountability of governments for socioeconomic outcomes among different sectors of civil society by treating these outcomes as a matter of legal obligation, to be assessed against the norms established through the human rights system
- it emphasises the process for achieving improvements in these outcomes, with the free, active and meaningful participation of affected groups being critical. There is emerging—through international law—a broader acceptance of this under the heading of free, prior and informed consent
- it establishes fundamental principles to guide policy development (e.g. that disadvantaged groups should not be discriminated against and should be treated equally), and
- it requires governments, working in partnership with affected groups, to demonstrate that they are approaching these issues in a targeted manner, and are accountable to the achievement of defined goals within a defined timeframe.

This latter point is known as the ‘progressive realization’ principle. This principle is set out in Article 2 of the International Covenant on Economic, Social and Cultural Rights. This is one of the main international human rights treaties to which Australia is a party.

Article 2 (1) of the covenant requires Australia: to take steps ‘…to the maximum of its available resources, with a view to achieving progressively the full realization of the rights recognised in the present Covenant by all appropriate means’ (emphasis added).

The committee overseeing the covenant has commented that while the obligation ‘to take steps’ means that the full realisation of relevant rights may be achieved progressively, the taking of such steps cannot be delayed and, further, those steps should be deliberate, concrete and targeted as clearly as possible towards meeting the obligations recognised in the covenant (Committee on Economic Social and Cultural Rights 2004: para 2).

The High Commissioner for Human Rights has described this principle and its relevance to policy making as follows:

Since the realization of most human rights is at least partly constrained by the availability of scarce resources, and since this constraint cannot be eliminated overnight, the international human rights law explicitly allows for progressive realization of rights... While the idea of progressive achievement is common to all approaches to policy making, the distinctiveness of the human rights approach is that it imposes certain
conditions on the behaviour of the State so that it cannot use progressive realization as an excuse for deferring or relaxing its efforts.\(^2\)

Accordingly,

The idea of progressive realization has two major strategic implications. First, it allows for a time dimension in the strategy for human rights fulfillment by recognizing that the full realization of human rights may have to occur in a progressive manner over a period of time. Second, it allows for setting priorities among different rights at any point in time since the constraint of resources may not permit a strategy to pursue all rights simultaneously with equal vigour (High Commissioner for Human Rights 2004: 22).

This approach requires that governments identify appropriate indicators, in relation to which they should set ambitious but achievable benchmarks, so that the rate of progress can be monitored and, if progress is slow, corrective action taken. Setting benchmarks enables government and other parties to reach agreement about what rate of progress would be adequate. Such benchmarks should be:

- specific, time-bound and verifiable
- set with the participation of the people whose rights are affected, to agree on what is an adequate rate of progress and to prevent the target from being set too low, and
- reassessed independently at their target date, with accountability for performance (UNDP 2000: 101).

My predecessor, as Social Justice Commissioner, has elaborated on this rights-based approach in the context of addressing Indigenous disadvantage. In particular, he identified five integrated requirements that need to be met to integrate a human rights approach into redressing Indigenous disadvantage and to provide sufficient government accountability. These requirements are:

- making an unqualified national commitment to redressing Indigenous disadvantage

\(^2\) See Hunt, Osmani & Novak (2004: paras 19–20). These conditions are: ‘First, the State must take immediate action to fulfill any rights that are not seriously dependent on resource availability. Second, it must prioritize its fiscal operations so that resources can be diverted from relatively non-essential uses to those that are essential for the fulfilment of rights that are important for poverty reduction. Third, to the extent that fulfilment of certain rights will have to be deferred, the State must develop, in a participatory manner, a time-bound plan of action for their progressive realization. The plan will include a set of intermediate as well as long-term targets, based on appropriate indicators, so that it is possible to monitor the success or failure of progressive realization. Finally, the State will be called to account if the monitoring process reveals less than full commitment on its part to realize the targets’.
• facilitating the collection of sufficient data to support decision-making and reporting, and developing appropriate mechanisms for the independent monitoring and evaluation of progress towards redressing Indigenous disadvantage
• adopting appropriate benchmarks to redress Indigenous disadvantage, negotiated with Indigenous peoples, State and Territory governments and other service delivery agencies, with clear timeframes for achievement of both long-term and short-term goals
• providing national leadership to facilitate increased coordination between governments, reduced duplication and overlap between services, and
• ensuring the full participation of Indigenous organisations and communities in the design and delivery of services (UNDP 2000: 93).

The Council for Aboriginal Reconciliation’s (CAR’s) final report to Parliament, *Australia’s Challenge* also commends this approach. Recommendation 1 calls on:

> …the Council of Australian Governments to agree to implement and monitor a national framework for all governments and ATSIC to work to overcome Indigenous disadvantage through setting benchmarks that are measurable, have timelines, are agreed with Indigenous peoples and are publicly reported (CAR 2000).

To date, this recommendation has not been fully implemented.

**Recent developments in Indigenous policy in Australia**

So, let me now turn to the situation in Australia and apply this approach. We have just seen the first twelve months of what are generally referred to as the ‘new arrangements’ for the administration of Indigenous affairs at the federal level. This has involved:

• the abolition of ATSIC
• the transfer of Indigenous-specific programs to mainstream government departments and their continuation alongside mainstream programs
• the creation of a central OIPC with regional ICCs which are intended to deliver services on a whole-of-government basis
• the introduction of direct negotiation with Indigenous communities or sections of communities through SRAs
• the proposed introduction of regional agreement-making processes, to be known as Regional Participation Agreements, and
• stronger leadership within the mainstream of government with their oversight by a ministerial taskforce and a working group of secretaries of government departments.

I have discussed these new arrangements at length in the *Social Justice Report 2004* and also indicated in that report how my office will continue to monitor
them over the coming years. In my forthcoming Social Justice Report, which should be released in the latter part of this year, I am focusing on the SRA process, issues relating to representation and participation of Indigenous peoples in these new arrangements post-ATSIC, and the links between a rights-based approach to Indigenous health and the new arrangements.

The new arrangements are supplemented by commitments at the inter-governmental level through the COAG. Through successive communiqués on reconciliation and Indigenous affairs since 2000, COAG has committed to:

- eight trials of whole-of-government activity in Indigenous communities
- the development of a whole-of-government reporting framework on Indigenous disadvantage with biennial reports on progress, and
- a series of principles for service delivery to Indigenous communities.

The new arrangements and the COAG commitments are also now beginning to be fused together with the signing of bilateral agreements on Indigenous affairs between the Commonwealth and States or Territories. At this time, there is only one agreement formally in place, with the Northern Territory. However, it is expected that other agreements will follow in the coming months. These agreements, I understand, will build on the COAG commitments and see the relevant State or Territory agree to work with the Commonwealth on its new arrangements and in identified priority areas.

Overall, these changes are large in scope and ambitious. I remain of the view that there is still a lack of information about the new approach among Indigenous peoples and communities, and significant challenges to ensure that Indigenous communities can participate fully in these processes, and also do so equitably. It is clear that it will take several years before the new arrangements are fully in place.

**Implications for data collection and research**

Any assessment of the new arrangements needs to acknowledge their evolving nature. In doing so, it must be said that they raise many challenges for policy makers, Indigenous communities and researchers in how we assess Indigenous socioeconomic outcomes.

Up front, it must be said that the new arrangements involve the making of significant commitments to Indigenous peoples and communities. They are based on the idea of ‘matched up’ government or whole of government activity. In theory, this can deliver substantial benefits to Indigenous people. These benefits may include improving the accessibility and use of mainstream services and, accordingly, potentially opening up wider sources of funding. Or they might include simplifying administrative processes for communities in their dealings
with government, to provide more sustained funding processes and better target actual need in communities.

The rhetoric of the new arrangements addresses many of the significant concerns that have been raised in successive reviews and reports, including that of the Commonwealth Grants Commission on Indigenous funding. These new arrangements are also matched by substantial commitments through COAG to address Indigenous disadvantage.

But what is trying to be achieved is hard work and it also has to be acknowledged that it could go wrong. While there is still no formal evaluation of the COAG trials, for example, we know that these trials cannot possibly be replicated nationally due to their resource-intensive nature. Whole-of-government activity is also notoriously difficult and potentially very expensive. If not done well, it could result in greater administrative costs and processes, cost and blame-shifting between jurisdictions and within government, a blurring of responsibilities, and a lack of transparency about process and outcomes.

The new arrangements also involve the rejection of using representative Indigenous structures to interface with Indigenous peoples and communities and proposes a model of direct engagement by government through agreement-making processes. This is not the preferred model of many Indigenous people and it is untested to date. We also do not know how this aspect of the new arrangements will work, and if it is not implemented from a community development/capacity development perspective, then sustainable and tangible outcomes may not be achieved.

So the 3.1 billion dollar question is: how will we know whether the new arrangements are delivering improved outcomes or not?

Outcomes for the period since the new arrangements have been in place will not show up in data collections and analysis for at least another two to four years. We are unlikely to see analysis of the 2006 Census until 2007 or 2008, and analysis of the next NATSISS until at least 2008. The latest report on overcoming disadvantage by the SCRGSP that was released in July this year reflects on data that pre-dates the new arrangements on most indicators. So it will not be until 2007 that we see any data which is compiled in accordance with the commitments of COAG and reported in a holistic manner that relates to the new arrangements.

It also remains to be seen how governments at all levels will link their programs and activities to achieving improvements in the headline indicators and strategic change indicators contained in the COAG reporting framework on Indigenous disadvantage.

There is also a disaggregation issue. It is not easy to manipulate current data to identify regional trends and variations. Given the reliance of the new
arrangements on regional approaches, with coordination through regional ICC offices, the proposed use of Regional Participation Agreements for structuring regional representation and priority setting, and the continuation of COAG trials in select regions, being able to disaggregate to this level is very important for being able to establish the success or otherwise of the new approach.

And in terms of the intended focus of the new arrangements on increasing the accessibility of mainstream services for Indigenous people and communities, there is currently not even any way to identify what mainstream funding is being expended on Indigenous issues. If we cannot even say what services are or are not being utilised then we certainly cannot assess whether the services provided are culturally appropriate, accessible, available or adapted.

By the way, these latter terms—appropriate, available, accessible and adapted—have specific meanings within a human rights framework which have been elaborated in relation to the right to the highest attainable standard of health, housing, education and so forth. They can be used to structure analysis on the adequacy of programs to address economic, social and cultural rights. When you add these concepts to that of progressive realisation and benchmarking, you can see how a human rights approach can offer a powerful, structured and targeted approach to these issues.

What these factors indicate to me is that it is not going to be easy for us to establish what works and what does not in the new arrangements, nor to identify the impact of these processes on Indigenous socioeconomic outcomes. This will particularly be so at the regional and sub-regional level.

A related issue here is how SRAs will link to existing data collection. This is not clear at present, although the SRA approach is a staggered one with initial agreements intended to be single issue/simple agreements and forthcoming agreements intended to be more holistic and integrated in their focus.

Now, in saying this, I am identifying the challenges that lie ahead and hoping to promote informed discussion about ways to address this. What I have said is not just for the sake of it.

There is movement to address some of these issues from the government. One of the most interesting processes currently underway in relation to these issues is the Australian Government Indigenous Management Information System (AGIMIS) project. The OIPC describes this project as follows:

The main objective of the AGIMIS Project is to develop an Indigenous management information system. This will assist to support the long-term policy, program implementation and reporting requirements of the ‘joined

---

3 See, for example, the General Comments of the Committee on Economic, Social and Cultural Rights (2004).
up’, whole of government approach to Indigenous funding, program performance monitoring and reporting.

The AGIMIS Project will collect data and provide reports to monitor investment by Government, initially on Indigenous-specific activity and at a later stage on mainstream services accessed by Indigenous people. The information will allow input to the measurement of overall outcomes and the assessment of effectiveness and efficiency of programs. 4

As I understand this project, it involves establishing a database that can ultimately identify what programs are active in what communities, what services they are providing, and so on. It will draw data down from existing systems maintained by individual agencies and departments. And, ultimately, it will include a mix of information about Indigenous-specific services—the initial focus of the project—and, later on, mainstream services.

The prime challenge for this project is consistency and compatibility of data. The potential, however, is a powerful tool for identifying the nature and scope of government activity on a local and regional basis. It could be a useful tool for advancing the proposals first made by the ABS and the CGC for ranking Indigenous need on a regional basis.

Clearly, a significant challenge will be allowing for an interface between this data on government activity and available data collections on Indigenous socioeconomic outcomes. I am not sure how widely OIPC are consulting in developing this tool—whether there is any discussion with Indigenous communities about it or whether it is being kept as internal to government. But there are the various concept papers and reports of the project on the OIPC website. This project offers much potential in addressing some of the need that exists for better data.

In terms of disaggregation, there is a further process underway that may provide some ways forward. In this year’s budget, the government announced a new ‘Healthy for life’ program totalling $113.6m over the next five years. This initiative involves, among other things, the establishment of a number of ‘healthy for life’ sites providing primary health care interventions. Each site will be subject to a formal evaluation process and has benchmarks set for the life of the program. These include halving incidence of low-birth-weight babies within five years. My office will be interested to see how people collect the data to establish whether these benchmarks are met.

I also note that the budget included a measure titled ‘Indigenous communities—developing a twenty-to-thirty-year vision’. This is intended to ‘assist Indigenous communities to develop their long-term vision and aspirations

and identify what is required to achieve these goals. The funding for this process is negligible—$1 million for each of the next two years. I have no further information about the project. I do not know if this involves a detailed needs assessment and projection of community need in the context of population projections for individual communities, such as the work done by John Taylor in Wadeye (Taylor 2004b). This is something my office will also be interested to watch.

**Conclusion**

In conclusion, I know that I have probably raised more issues than I have provided answers for today. In particular, I have highlighted the importance of a benchmarking approach and an approach that is built on engagement and participation of Indigenous people at all stages of the process. My point is that we are currently a long way from this situation. We do not have a system for saying, when all variables and people’s desires are taken into account, what is a reasonable and acceptable rate of progress. We do not have a system which identifies what is an acceptable Indigenous socioeconomic outcome and, hence, whether government is meeting its responsibilities well.

I will be providing some ways forward on this in my forthcoming *Social Justice Report* in terms of setting forward a twenty-year agenda for addressing health inequality. I hope this agenda will be the focus of debate and attention over the next twelve months.

But clearly, data collection is critical as a tool for accountability and for enhancing Indigenous participation. We need to work with government to improve the existing systems and to build on the initiatives they have in place. I hope that my contribution has emphasised how important these issues are and the priority that government should place on them.

But we also have to look beyond government. In a climate where the new arrangements are not fully locked into place and where issues such as data collection and monitoring and evaluation processes remain very much under development or consideration, it is incumbent on researchers, Non-Government Organisations and service deliverers to ask what we can do to supplement government processes and document and evidence the success or otherwise of these processes. There has never been a more important time for this research to occur.
24. Influencing Indigenous policy making with statistics

Jon Altman and Boyd Hunter

Providing a brief concluding chapter to a very comprehensive and data-rich volume is a challenging task. This also proved to be the case in making some concluding comments to the conference on which this volume is based. In this final chapter, we seek to combine comments made in summing up the conference with some broad-brush attempts to encapsulate key issues that have been raised, both by conference delegates and by readers when this volume was peer reviewed.

Tim Rowse raises the role of theory in scholarly analysis in his opening chapter. Without a clear theoretical framework or disciplinary perspective it is difficult to interpret statistical data. While few of the chapters in this monograph focus on theoretical issues explicitly, the majority are clearly theoretically grounded. For example, a theory of poverty is used by economists to estimate the wellbeing of households. Hence, information on levels of income is qualified by information on costs and on preferences implicit in household expenditure surveys. Hunter’s chapter on income, financial stress, and social exclusion uses such theory to derive measures of equivalence scales and poverty. Clearly, underlying preferences and cost structures are not necessarily the same for all sub-population (or cultural) groups, and therefore the imposition of any particular equivalence scales can, and should, be contested. Hunter’s chapter provides an example of how such contestation can be undertaken.

From an academic perspective, statistics should never just be presented atheoretically—indeed, it is a maxim of the dominant western scholarship paradigm that while sound empirical research is informed by theory, conversely, sound theory is informed by empirical research. Consequently, one cannot be divorced from the other. A complicating factor, however, is that data can be consistent with different theories either within one discipline, or informed by different disciplinary perspectives. In such circumstances, it is essential to acknowledge such contestation and the impacts that it might have on the interpretation of statistical evidence.

It is easy to make a case, especially in the emotive area of Indigenous affairs, that ‘something needs to be done’. It is far more difficult to provide evidence about ‘what policies will be most effective’. In addition to incorporation of theoretical models in any evaluation of the evidence, analysts need to be acutely aware of the reliability and shortcomings of any data they use. The important scene setting work by Biddle and Hunter in Chapter 3 demonstrates that one
must be careful in how the data are used: of the size of sampling errors, the likely nature of non-sampling error, the availability of standard errors, and the misspecification of questions that do not assist in answering any policy question coherently. Given this scope for questioning the reliability of data, it is important to validate any information from a questionnaire-based social survey instrument against any existing alternate survey or administrative data sets. Aware of this need, many chapters in this monograph seek to do this. Hopefully, the discussion by Biddle and Hunter alerts those with sufficient expertise to conduct their own validation exercises if they have residual concerns about the quality of any data.

Hence, while data from the 2002 NATSISS can be used for sophisticated analysis, it is important that qualifications about data quality are clearly stipulated. The data from the 2002 NATSISS can be used for policy formulation and broad evaluation. However, such undertakings are rarely straightforward; they are generally complicated and require appropriate contextualisation, both of theoretical perspective and data quality issues. Unfortunately, popular discourse, especially in the print and electronic media, often misuses information when analysts look for a sensationalistic angle in their story. Or, alternatively, statistics are amendable to selective use to support a predetermined position. The chapter on substance use by Brady and Chikritz is illustrative of how dangerous it can be to use data of doubtful integrity without appropriate heavy qualification.

What is the quality of current information about Indigenous wellbeing? The previous CAEPR monographs that focused on national surveys for Indigenous Australians were provided to conference participants to ensure that the discussion did not become too focused on the latest survey instruments and outputs, without placing them in a historical context (Altman 1992; Altman & Taylor 1996b). However, this is difficult, for it is clearly tempting (unless undertaking comparative analysis) to focus on what is the most contemporary.

An important issue that was raised in previous workshops in 1992 and 1996 (and resulting monographs) is the need for Indigenous identifiers in other ABS household surveys like the Labour Force Survey (LFS) and the Household Income and Expenditure Surveys. This issue did not garner much attention at the 2005 conference, but we believe it remains an important issue to consider and debate. We recognise the statistical sampling problems created by the relatively small size of the Indigenous population and the fundamentally different geographic distribution to that of other Australians. Nevertheless, there is still a case for regular augmentation in sampling frames to allow robust identification of Indigenous Australians from these mainstream surveys. The ABS has recognised this need in the annual augmentation of the LFS, and the recent release of experimental labour force statistics for the period 2002–04. These statistics are accompanied by suitable qualifications (and standard error tables) about the sensitivity of the data owing to sampling error and the need to be cautious when
using these experimental data for comparative analysis over both time and space (ABS 2006). As the ABS is all too aware, it is extremely difficult to convey the need for such caution to the mainstream media. There are other situations where data have not been released by the ABS to date, apparently because of quality concerns. On one hand, it is undeniable that the ABS has statistical expertise to make such judgments about data quality. On the other hand, it might be preferable if such judgments were scrutinised via the peer review process rather than by in-house processes within the ABS (see discussion in Hunter & Taylor 2001).

An associated issue is what policy questions are being addressed with the collection of social statistics. This is important because social policy questions need to be cast as a priori and theoretically-informed social science hypotheses. Typically, this concern has arisen ex-post-facto, after surveys have been completed (see chapters in Altman & Taylor 1996b). Sometimes this has resulted from decisions on the questions to be asked being based on a process involving consultation with the diverse stakeholders represented on the survey reference group. Clearly, in the development of the 2008 NATSISS, there is room for recognising that there is a clear difference between subject expertise (both theoretical and empirical expertise) and statistical expertise. The ABS has a great deal of the latter, but probably less of the former. Social science expertise, including that of Indigenous practitioners of the social sciences, is needed to decide on the questions to be asked. It might be more productive to resolve such first order issues before taking them for approval to a survey reference group. And it might also be productive for the ABS to enhance the input of social sciences expertise at the outset and not just as one set of stakeholders on reference groups.

The issues of evaluation and the need for data for community and regional development purposes under the new arrangements in Indigenous affairs arose on many occasions during the conference. In order to conduct policy and program evaluations, there is a need for access to administrative data that appears to be increasingly shrouded in confidentiality and hence inaccessible for independent assessments. Several contributors to this volume emphasised the need for better access to administrative data sets, especially in relation to labour market programs, with specific examples raised in discussions focusing on the very limited access to Centrelink information on job-seekers and Department of Employment and Workplace Relations information on CDEP scheme participation.

The reduced availability of NATSISS data at the regional level is of potential concern, since such data could be useful for evaluating the efficacy of new administrative arrangements, especially as these emphasise local processes. While the geographic information in the 2002 NATSISS is—in some ways—more satisfactory than in the 1994 survey, this information was provided by remoteness
classification and State, rather than the smaller regional aggregations reported earlier (e.g. ATSIC regions). Data will be needed at regional and community levels to match the jurisdictions of proposed Regional Partnership Agreements and the scores of SRAs that have now been completed. However, it is far from clear whether a survey instrument is the best means of acquiring the necessary data for these purposes, given that the SRAs are so community-focused. And yet there is a growing and worrying mismatch between the level at which data are available and the level at which they are increasingly needed. It is imperative that data are not just produced at broad remote/non-remote geographical level. Such broad levels of aggregation are unlikely to reflect the lived reality of Indigenous people and they are disconnected from the focus in the new arrangements on the community and regional level. On one hand, an instrument like the census does provide information at the community level, but it is only conducted every five years and lacks Indigenous-specific questions. On the other hand, there is a new emerging need for task-specific data collections, including qualitative data about processes, if the new arrangements in Indigenous affairs are ever to be rigorously evaluated. It is not clear to us what analogous processes to academic peer review exist in the policy community to put in place the transparency and accountability referred to in the COAG (2004) principles covering delivery of services to Indigenous people across Australia.

The 2002 NATSISS does provide some advances on previous data collection, but it still has limitations. The lack of an adequate disaggregated geography has just been noted. But to allow a higher degree of disaggregation, the NATSISS sample may need to be augmented. However, as the ABS made clear at the conference, there are obvious costs and benefits associated with such an option that need to be recognised. And while the contributions to this monograph contain many specific suggestions for improving particular questions in the 2008 NATSISS, these clearly need to be balanced against the needs for consistency in inter-temporal analysis, that is, between the 1994 NATSIS and the 2002 NATSISS.

It is important not to adopt terms like ‘evidence-based policy formulation’ uncritically. Almost by definition, any such policy development tends to place more emphasis on outcomes than process. Several chapters in this volume have noted an increasing emphasis on outcomes at the expense of process in recent policy initiatives. This development is not universally endorsed by the authors here. The artificial distinction between these two aspects of policy has been highlighted in debate about the relative merits of practical reconciliation (which focuses on outcomes) and symbolic reconciliation (which focuses on processes or rights). Altman and Hunter (2003) argue this distinction is unclear, unhelpful, and may militate against effective policy formation, especially if it alienates Indigenous people. Any socially-oriented policy is unlikely to work unless it secures the firm cooperation of the people whose welfare it seeks to enhance.
One instrumental concern with outcomes-based policy is that where outcomes are poorly defined, we may get a distorted set of policies based on hitting targets rather than actually delivering benefits. An example is the CDEP scheme and its role in delivering employment equality to Indigenous Australians. Assuming employment is the desired policy outcome, the CDEP scheme can be regarded as either a huge success or a huge failure depending on whether or not people in the CDEP scheme are defined as employed. The real issue is whether CDEP participation delivers the kinds of benefits normally associated with (market-based) employment. Alternatively, if the CDEP scheme is not just about employment, then all the other social, cultural and locational benefits associated with it need to be clearly articulated and evaluated.

An evidence-based policy approach in Indigenous affairs requires transparent critical scrutiny of the analyses of both researchers and policy makers. Peer review is one way to ensure that the data presented provides, in some sense, evidence for a particular proposition. While the focus of this monograph has been on data quality and the information content in the 2002 NATSISS, it is also important that analysts and policy-makers be held accountable. This monograph is a modest contribution to this process. As academics and policy commentators, we need to be constantly on the lookout to challenge loose research (and associated loose language and loose claims of success or failure), especially if it allows gratuitous appeals to populist or emotive sentiments.

One of the potential strengths of an edited volume is that it does not impose any one view on individual contributors. While this monograph is in many ways inter-disciplinary, the peer review process encourages, and indeed requires, robust criticism of the content of various chapters. The conference provided the first opportunity for peer review, while subsequent independent academic review provided a second layer of quality control.

In the spirit of providing a critical reflection on the inter-play between theory and empirical evidence, it is of interest to focus on two chapters as exemplars of this issue, but from opposite ends of the spectrum. Will Sanders is a political scientist who is one of Australia’s foremost experts on Aboriginal housing. In his analysis of housing need, Sanders uses a particular approach that focuses on populations and households and that also focuses on institutional arrangements (see also Sanders 2005). Sanders’s chapter here is interesting because he takes an unorthodox position arguing that from his perspective, and for his research purposes, better data already exist in the five-yearly census than in the Indigenous-specific NATSISS. This is impossible to argue with; the proof is in the many important and sensible contributions that Sanders has made to debates about Indigenous housing over the years (see Sanders 1990, 1993, 2005). And yet it could be argued that Sanders overlooks a potential major benefit of the NATSISS: it provides information that would allow multi-factor explanations...
of Indigenous housing shortfalls beyond the institutional. We highlight the housing issue because of obvious relationships at the level of the individual between housing tenure and housing adequacy and a wide range of socioeconomic variables (including social factors, such as education, labour force status and health status). These are important areas for researchers and policy makers to examine using NATSISS rather than the census which provides an inadequate number of variables. Using NATSISS it would be possible to go beyond reliance on population estimates from the census as the basis for Indigenous housing analysis, but Sanders makes it clear that multi-variate analysis is not his particular preferred approach—he leaves that task for others, perhaps from different disciplinary perspectives.

The lack of multi-variate analysis in the housing chapter is shared by many other chapters in this monograph and is partly explained by the lack of space available to authors both at the conference and in this volume to develop a proper theoretical and empirical framework (that would differ substantially between the various subject areas). Survey data that include a sufficiently large number of Indigenous people can allow researchers to explore subtle behavioural relationships when informed by suitable theoretical models and appropriate multi-variate techniques. The data available from the 2002 NATSISS presents an important opportunity to conduct new analyses to inform policy makers and test theoretical propositions/hypotheses.

Bob Gregory’s chapter, conversely, illustrates why one should be wary about making too many claims for theoretical propositions. Gregory uses a conventional neoclassical economics framework to argue that economic policy must be informed by an understanding of supply and demand side issues. In reality, though, it is often difficult to separately identify whether supply or demand or what mix of supply and demand are generating the outcomes—in Gregory’s particular case, in the labour market. That is, while it is important to be cognizant of relevant theoretical issues, it is also vital not to make too many claims on available data. Notwithstanding this, Gregory is probably right to speculate that policies are likely to be ineffective if one ignores the distinction between supply and demand just because the available data do not allow one to separately identify the relevant issues for Indigenous Australians. While Gregory is more concerned with ‘asking the right questions’ than providing definitive evidence for any one proposition, this is not entirely the case in public debate where he seems to privilege supply of Indigenous labour over demand for labour and to postulate policy positions that highlight the need for labour migration when employment outcomes are not guaranteed (Gregory 2005).

---

1 Even if the multi-variate analysis is not always conducted in this volume, several authors allude to the importance of controlling for confounding the bi-variate analysis in their respective chapters in this volume (e.g. Gray & Chapman; Radoll).
One of the continual tensions for the ABS is the extent to which it should include and frame questions in future NATSISS data collections that will either allow direct comparisons with non-Indigenous Australians or include questions that have the greatest relevance for Indigenous people themselves. To the extent that one leans towards the latter, it will be necessary to frame questions in the most culturally appropriate way—a process which ideally should be determined, in terms of appropriate phrasing of the question, with extensive input from Indigenous people themselves. However, the diversity in cultural practice across Indigenous Australia means that even the most sensitive data collection techniques will be unreliable to a certain extent (i.e. have a certain level of non-sampling error). The inherent unreliability of survey data on cultural variables was identified in Nic Peterson’s chapter, especially the difficulty in interpreting the changes in culture and identity between 1994 and 2002. While cultural data are exceptionally sensitive to the methodology and general context of a survey, one should not underestimate their importance as they are essential background for many of the theoretical perspectives used to interpret data for Indigenous Australians. This may be an intractable problem: despite the best intentions of the ABS, surveys may be the wrong instrument to collect cultural data and more field-based ethnographic techniques are likely to better capture diversity.

If the policy vision for the future of Indigenous Australia is ‘equality’ in the sense of Indigenous people achieving the same outcomes as non-Indigenous peoples, then greater emphasis should be placed on collecting data which will allow direct comparability with non-Indigenous Australians. Whether questions are framed in a culturally sensitive way would be a secondary concern to that of achieving direct comparability with existing general population surveys. This also pre-supposes that ultimately Indigenous Australians will share the same aspirations as non-Indigenous Australians, ultimately a culturally determined presupposition.

If, on the other hand, the policy vision is cultural plurality, self-determination and choice, then comparability with general population data would be of secondary concern. Much discussion in this monograph can be seen in this light, including frequent queries being raised about different techniques and questions used in remote and non-remote areas (or CAs/NCAs). Such differences presumably arose in a survey of Indigenous Australians from a range of factors, including:

- recognition of different aspirations and degrees of integration with non-Indigenous society
- issues of cultural appropriateness in survey design and conduct
- treatment of CDEP jobs as employment in most contexts
- laments about the absence of adequate data on the ‘customary economy’, and
• inadequate recognition of hunting, gathering and fishing activities as legitimate economic activities (see chapters by Biddle & Hunter; Altman, Buchanan & Biddle; and Taylor & Kinfu).

It is noteworthy that the tension we are highlighting here has been embedded in both policy and disciplinary approaches for many years now. On the policy front, Altman and Sanders (1991) highlighted the tension between equality and equity in the now superseded Aboriginal Employment Development Policy (AEDP). The AEDP sought statistical equality between Indigenous and non-Indigenous Australians by the year 2000. The measurement of attainment of this policy goal would need comparable statistical information on Indigenous and other Australians, with the five-yearly census being the obvious instrument. However, the AEDP also sought to recognise cultural diversity, connoted by the term ‘equity’ (or fairness). Measuring this would not only require statistics about cultural differences, but would also require trade-offs with the goal of statistical equality. For example, if on equity grounds people chose and were supported to live at remote localities distant from mainstream opportunities, their chances of equality would be heavily circumscribed.

On the disciplinary front, Altman and Rowse (2005: 159–77) have recently highlighted a similar tension within the social sciences differentially interpreting the goals of Indigenous affairs policy as either of socioeconomic equality or the facilitation of choice and self-determination. Using anthropology and economics as exemplars, they have shown how anthropology dwells on cultural difference and presumes that difference to be a social good, whereas economics dwells on socioeconomic inequality and presumes that it is the negative legacy of historic exclusion, racism and neglect. There is clearly a tension between the two ideals of ‘equality’ and ‘plurality’ in a liberal democracy like Australia, and associated challenges to statistics that seek to measure ‘equality’ in some extremely remote, difficult and structurally constrained circumstances where many Indigenous people choose to live.

Perhaps the most common sentiments expressed by the authors of chapters in this monograph were hopes for enhancements to the data through greater comparability (particularly between the 2002 NATSISS and future national surveys), merging or supplementing the survey data with administrative data collections, and collection of true longitudinal or panel data. While strong arguments can be made for all of these propositions, it is important to acknowledge that all such strategies are not without cost. Matching ABS statistics with departmental records over time, or establishing a ‘true’ longitudinal data set (focusing on the same individuals over time), may not be an optimal use of scarce resources—both approaches are expensive and the resulting data introduce
their own sets of limitations for researchers. However, tracking individuals across time can potentially offer insights into causal relationships and dynamics of social interactions, both of which are almost impossible to examine with cross-sectional data. Consequently, it is vital to consider how longitudinal data are best collected for Indigenous Australians. The experience of the Longitudinal Study of Indigenous Children, which is currently being designed by FaCS and should be in the field in 2007, will itself provide data on how future longitudinal data might be collected for Indigenous Australians.

This monograph covers a wide range of research topics, and this obviously reflects the very wide range of issues about which the 2002 NATSISS collected statistical information. There is an inevitable trade-off between the depth to which any issue is explored and the number of different issues canvassed. This can be seen as reflecting either positively or negatively on the survey. Almost invariably, writers in each subject area pointed to both positive aspects of the 2002 data and to items they felt could have been included or expanded upon for the purposes of their own research.

This publication contains numerous recommendations, and ultimately it will not be feasible for the ABS to adopt all, or even most, of them. Indeed, the main aim of this monograph is to stimulate public debate about Indigenous issues among policy makers, academics, and other users of ABS data. While, as noted at the outset, detailed data from the 2002 NATSISS only became available last year, it is important that debate about these important statistics is disseminated as widely as possible. It is unfortunately the case that the numbers that can attend a two-day conference in Canberra will always be limited. Hopefully, this publication with its diverse perspectives and subjects, mainly drawn from the 2002 NATSISS, should make a contribution to the quality of analyses of Indigenous affairs issues and the overall standard of Australian public debate. It is our hope that the contents of this monograph might improve the overall standard of public discourse on Indigenous issues by highlighting some of the statistics that are currently available, when and for what they can be used, and when we need to take extreme care in how we use them.

2 However, Gray & Hunter illustrate that synthetic panel data can be constructed to partially redress the lack of ‘true’ longitudinal data for Indigenous individuals (Gray & Hunter 2002; Hunter & Gray 2001).
References

ABS 1987. Internal Migration Australia, cat. no. 3408.0, ABS, Canberra.


——1999. 1995 National Health Survey: Aboriginal and Torres Strait Islander Results, cat. no. 4806.0, ABS, Canberra.

——2000a. The Health and Welfare of Australia’s Aboriginal and Torres Strait Islander Peoples, 2000, cat. no. 4704.0, ABS, Canberra.

——2000b. Housing and Infrastructure in Aboriginal and Torres Strait Islander Communities: Australia 1999, cat. no. 4710.0, ABS, Canberra.

——2002a. 2001 National Health Survey: Aboriginal and Torres Strait Islander Results, ABS cat. no. 4715.0, ABS, Canberra.

——2002b. National Health Survey 2001, Summary Results, cat. no. 4364.0, ABS, Canberra.

——2003a. 2002 Deaths, Australia, cat. no. 3302.0, ABS, Canberra.


——2004a. Australian Social Trends, cat. no. 4102.0, ABS, Canberra.

——2004b. Deaths, Australia, cat. no. 3302.0, ABS, Canberra.

——2004c. National Aboriginal and Torres Strait Islander Social Survey 2002, cat. no. 4714.0, ABS, Canberra.

——2004d. National Aboriginal and Torres Strait Islander Social Survey (NAT-SISS) 2002: Output Data Items, cat. no. 4714.0.55.001, ABS, Canberra.

——2004e. Prisoners in Australia, cat. no. 4517.0, ABS, Canberra.

——2005a. Australian Social Trends, cat. no. 4102.0, ABS, Canberra.
—2005b. National Aboriginal and Torres Strait Islander Social Survey Confidentialised Unit Record File Technical Paper, cat. no. 4720.0, ABS, Canberra.

—2005c. National Aboriginal and Torres Strait Islander Social Survey: Expanded Confidentialised Unit Record File, cat. no. 4720.0, ABS, Canberra.


ors, Bulletin No. 6, National Drug Research Institute, Curtin University of Technology, Perth.


Daly, A.E. 1995. *Aboriginal and Torres Strait Islander People in the Australian Labour Market*, cat. no. 6253.0, ABS, Canberra.


—— and Warin, J. 2005. ‘A new deal for Aborigines and Torres Strait Islanders in remote communities’, *Issue Analysis No 54*, The Centre for Independent Studies, St Leonards, NSW.


——2004a. *Indigenous Australians in the Contemporary Labour Market*, cat. no. 2052.0, ABS, Canberra.


—1996. ‘Housing data from the NATSIS: can it assist with program evaluation?’ in J.C. Altman and J. Taylor (eds), The 1994 National Aboriginal and Torres Strait Islander Survey: Findings and Future Prospects, CAEPR Research Monograph No. 11, CAEPR, ANU, Canberra.


Torres Strait Health Workshop Working Party 1993. Torres Strait Health Strategy, (no publisher noted), Thursday Island.


Notes on Contributors

Jon Altman

Jon Altman has a disciplinary background in economics and anthropology. He has been involved in research on Indigenous Australians since the late 1970s. In 1977 he participated in the research project The Economic Status of Australian Aborigines that was among the first to use statistical information from the 1971 Census to document socioeconomic difference between Indigenous and other Australians, as well as diversity within the Indigenous population. In 1990 he became the inaugural director of CAEPR at ANU, where he is still located. In 1992 he convened a workshop prior to NATSIS 1994 and in 1996 co-convened a workshop with John Taylor that analysed outcomes from that survey. Jon divides his research effort between a focus on national economic and policy issues and a specific regional focus on western Arnhem Land and the Kuninjku community with whom he has worked for 26 years.

Bill Arthur

Bill Arthur began researching Indigenous affairs in the 1980s. Much of his initial work was land-related and was carried out for Indigenous organisations such as the Kimberley Land Council. Since 1990 his research has focused more in issues of economic development for Torres Strait Islanders. During the preparation of this paper he was a Visiting Research Fellow at the CAEPR.

Larissa Behrendt

Larissa Behrendt is a Professor of Law and Indigenous Studies and Director of Ngiya, the National Institute of Indigenous Law, Policy and Practice. She has a Doctorate of Laws from Harvard University, and is admitted to the ACT Supreme Court as a Barrister-of-Law. Larissa has worked as a practicing lawyer in the areas of Aboriginal land claims and family law, has taught at the University of New South Wales and Australian National University Law Schools, and worked in Canada and at the United Nations with First Nations organisations. She is currently undertaking research on regional authority models, and has published on property law, indigenous rights, dispute resolution and Aboriginal women’s issues. Her book Achieving Social Justice: Indigenous Rights and Australia’s Future was published by The Federation Press in 2003.

Nicholas Biddle

Nicholas Biddle is currently a PhD student at the CAEPR, where he is researching education outcomes for Indigenous Australians as part of a linkage grant between CAEPR and the ABS. Nicholas has a Bachelor of Economics (Hons) from the University of Sydney and has completed the requirements for a Graduate Diploma
in Education from Monash University. He is on study leave from the Australian Bureau of Statistics, where he has worked since 2001, focusing his research on neighbourhood income inequality, the measurement of Indigenous poverty, and health patterns of Australian migrants.

**Dan Black**

Dan Black is Director of the National Centre for Aboriginal and Torres Strait Islander Statistics in the Australian Bureau of Statistics. He has had a leadership role in ABS Indigenous statistics for over 20 years.

**Maggie Brady**

Maggie Brady is a social anthropologist with a longstanding research background in Indigenous health and substance abuse. She has held positions with Flinders University Medical School, the Northern Land Council, the Human Rights Commission, AIATSIS and ANU, and published extensively for both academic and community-based audiences. Her books include an account of drinking in Tennant Creek (*Where the Beer Truck Stopped*, 1988), an anthropological study of petrol sniffing (*Heavy Metal*, 1992), Indigenous accounts of drinking and abstention (*Giving Away the Grog*, 1995), a study of Indigenous alcohol policy and practice (*Indigenous Australia and Alcohol Policy*, 2004), and community-directed alcohol action books (*The Grog Book*, 1998, 2005; *Tackling Alcohol Problems — Strengthening Community Action in South Africa* 2005). Maggie is an ARC Postdoctoral Fellow at the CAEPR.

**Geoff Buchanan**

Geoff Buchanan is a Graduate Research Assistant with the CAEPR. Geoff has a multidisciplinary background covering environmental policy and economics, social policy and development, Indigenous Australian studies and commerce. His primary research focus is on Indigenous involvement in natural and cultural resource management.

**Tom Calma**

Tom Calma is Aboriginal and Torres Strait Islander Social Justice Commissioner and acting Race Discrimination Commissioner with the Human Rights and Equal Opportunity Commission. He is an Aboriginal elder from the Kungarakan tribal group and the Iwaidja tribal group whose traditional lands are south west of Darwin and on the Coburg Peninsula in Northern Territory, respectively. Tom has been involved in Indigenous affairs at a local, community, state, national and international level and worked in the public sector for over 30 years. He has extensive experience in public administration, particularly in Indigenous education programs and in developing employment and training programs for
Indigenous people from both a national policy and program perspective. He has served as a diplomat, as a Director of Aboriginal Hostels, in ATSIS, DEETYA, and as a Senior Adviser to the Minister of Immigration, Multicultural and Indigenous Affairs.

Bruce Chapman
Bruce Chapman is a Professor and Head of the Economics Program in the Research School of Social Sciences at ANU. He has a PhD from Yale University and is a labour and education economist having published over a hundred and forty articles in the areas of training, wage determination, student loans and higher education financing, unemployment, labour market program evaluation, the economics of crime, economic analyses of cricket and the role of income contingent loans in public policy. He has had extensive direct policy experience, including the motivation and design of HECS in 1988, as a senior economic adviser to Prime Minister Paul Keating from 1994-1996, and as a consultant to the OECD, the World Bank, and the governments of around 12 countries (mostly in the area of student loans and university financing). In 2001 he was awarded the Order of Australia for ‘contributions to the development of economics, labour market and social policy’. He is currently writing a book on the application of income contingent loans to a host of public policies, including for the financing of: tertiary student income support; elite athletes; low level criminal offences; drought relief; housing loans; and community investment projects.

Tanya Chikritzhs
Tanya Chikritzhs is a Research Fellow at the National Drug Research Institute. One of her main responsibilities is to co-ordinate the National Alcohol Indicators Project (NAIP), the aim of which is to track and report on trends in indicators of alcohol-related harm at national, state and local levels. The NAIP has recently been expanded to include specific alcohol indicators relevant to Indigenous communities with an emphasis on providing information which is relevant at local levels. Other recent research projects include an evaluation of the Northern Territory’s Living With Alcohol Program and a current investigation into the efficacy of liquor restrictions throughout Australia and internationally.

Mick Dodson
Mick Dodson is a member of the Yawuru peoples, the traditional Aboriginal owners of land and waters in the Broome area of the southern Kimberley region of Western Australia. He is currently Director of the ANU’s National Centre for Indigenous Studies. Professor Dodson was Australia’s first Aboriginal and Torres Strait Islander Social Justice Commissioner. He completed a Bachelor of Jurisprudence and a Bachelor of Laws at Monash University, and has been
awarded an honorary Doctor of Letters from the University of Technology Sydney and an honorary Doctor of Laws from the University of NSW.

From August 1988 to October 1990 Mick was Counsel assisting the Royal Commission into Aboriginal Deaths in Custody. He is a member and the current Chairman of the Australian Institute of Aboriginal and Torres Strait Islander Studies. He is also a board member of the Reconciliation Australia and Lingiari Foundations. Throughout his career, has been a prominent advocate on land rights and other issues affecting Aboriginal and Torres Strait Islanders.

**Matthew Gray**

Matthew Gray is the Deputy Director (Research) at the Australian Institute of Family Studies and was previously employed at CAEPR. He has undertaken research on a wide range of economic and social policy issues, including those relating to Indigenous Australians.

**R. G. (Bob) Gregory**

Bob Gregory is Professor of Economics at the Research School of Social Sciences, Australian National University. His current research interests focus mainly on Australian labour markets and welfare support. He has held academic appointments at the University of Melbourne, London School of Economics, Northwestern University, Harvard and the University of Chicago. He has also been a member of the Board of the Reserve Bank of Australia and the Institute of Family Studies, and a member of the Australian Science and Technology Council and Expert Panel of the Australian Research Council. In 1996 he was awarded the Order of Australia Medal.

**Sarah Holcombe**

Sarah Holcombe is now a Research Fellow at the CAEPR. She is currently working on two ARC projects. These are ‘Indigenous Community Organisations and Miners: Partnering Sustainable Regional Development?’ with the linkage partner Rio Tinto, and an ‘Indigenous Community Governance’ project with the linkage partner Reconciliation Australia. The research in the later project is also supported by the Desert Knowledge CRC and is part of the core project ‘viable desert settlements’. Dr Holcombe’s previous research focused on applied anthropology in the Northern Territory as a staff member for the Central and Northern Land Councils. Her PhD research in social anthropology was undertaken in the Central Australian Luritja community of Mt Liebig (Amunturrngu), on the processes by which this settlement evolved into an Indigenous community.
John Hughes
John Hughes is a publications editor at CAEPR. He has previously worked within the Australian Public Service as an Indigenous employment consultant and editor, and as a freelance author and publisher.

Boyd Hunter
Boyd Hunter is a Fellow at the CAEPR. He specialises in labour market analysis, racial discrimination, social economics, crime and justice statistics, neighbourhood inequality, poverty research, and coordinated the first longitudinal analysis of Indigenous job seekers for the Department of Employment and Workplace Relations. He contributes to many government committees and inquiries, including, the Design sub-Committee of the Longitudinal Study of Indigenous Children. Until recently, he was a Ronald Henderson Fellow and visiting Fellow with the New Zealand Treasury in Wellington. In 2003, he held a Australian Census Analytic Program Fellow that resulted in the ABS monograph, *Indigenous People in the Contemporary Australian Labour Market*.

Yohannes Kinfu
Yohannes Kinfu was a Research Fellow at CAEPR. His major research interests are in the area of statistical and mathematical modelling of population processes and dynamics, and he lectures on these areas in the Demography and Sociology Program at the ANU. He has worked for the UN-Regional Institute for Population Studies in Ghana and has held a visiting scientist position at the South African Medical Research Council, working on issues related to the measurement of mortality in Africa. In recent times, his research has focused on the demographic components of Indigenous population change in Australia. He has published on these issues in Australia and internationally.

Inge Kral
Inge Kral has worked in education in remote Aboriginal Australia for some 20 years across a range of sectors including Aboriginal community schools, adult education and training, and as an education consultant. Her areas of expertise include language and literacy (in Aboriginal languages and English), curriculum development and education policy. As a language and literacy consultant she has worked on education policy in the Ngaanyatjarra Lands in Western Australia and VET sector training and Aboriginal Health Workers in the Northern Territory. Recent publications include a (2004) NCVER Report *What is all that learning for? Indigenous adult literacy practices, training, community capacity and health* and the co-compilation of the *Ngaanyatjarra Picture Dictionary* (IAD Press 2005). Inge has an MA in applied linguistics through the University of Melbourne in which she researched the development literacy in Arrente, a Central
Australian Aboriginal language. She is currently a PhD student at CAEPR. Her thesis is in anthropology, where she is conducting ethnographic research on social literacy practices in a remote Aboriginal community in the Western Desert.

**Frances Morphy**

Frances Morphy is a Research Fellow at CAEPR. She is an anthropologist and linguist whose research has focused mainly on the Top End of the Northern Territory, with interests in Australian Indigenous languages, the problem of inter-cultural translation, land rights and native title and the governance of Indigenous organisations. With other CAEPR colleagues she was an official observer of the 2001 Census enumeration in selected Indigenous communities in remote Australia. The results of this research were published in a CAEPR Research Monograph (Martin et al. 2002, *Making Sense of the Census: Observations of the 2001 Enumeration in Remote Aboriginal Australia*) and in a CAEPR Working Paper, 'Indigenous household structures and ABS definitions of the family: What happens when systems collide, and does it matter?' She was a member of the Australian Bureau of Statistics’ 2006 Census Indigenous Enumeration Strategy Working Group. She is co-editor (with Bill Arthur) of the Macquarie Atlas of Indigenous Australia.

**Nicolas Peterson**

Nicolas Peterson lectures in anthropology in the School of Archaeology and Anthropology at ANU. He has carried out fieldwork in northeast Arnhem Land with Yolngu speakers on ecological issues and in central Australia with Warlpiri speakers on religious life and territorial organisation. He has a long standing interest in land and sea tenure and has worked on twelve major native title and land claims. Recently he has compiled and introduced *Donald Thomson in Arnhem Land* (2003, MUP), and co-edited *Photography’s Other Histories* (2003, Duke) with Chris Pinney and *Citizenship and Indigenous Australians* (1998, Cambridge) with Will Saunders.

**Peter Radoll**

Peter Radoll is an Aboriginal doctoral candidate and an Associate Lecturer in Information Systems at ANU’s Faculty of Economics and Commerce. Peter’s PhD research focuses on Information Communication Technology use in remote, rural and urban Aboriginal Communities. His research has been presented to the Community Informatics Research Network at the Russian Academy of Sciences in Moscow. He currently holds several competitive scholarships.
Alistair Rogers

Alistair Rogers works in the Statistical Services Branch of the Australian Bureau of Statistics’ Methodology Division. The branch provides mathematical statistical advice in support of the ABS survey program. Alistair led the development of the sample design framework underpinning the 2002 NATSISS, and more recently the 2004/5 National Aboriginal and Torres Strait Islander Health Survey.

Russell Ross

Russell Ross is an associate professor of economics at the University of Sydney. He has written extensively on the Australian labour market. His research interests centre on the under-utilisation of labour, with particular focus on labour market status of Indigenous Australians, participation of married women, labour market aspects of childcare availability, and labour market policy to improve outcomes for disadvantaged groups in the labour market. He was a member of the Employment Issues Technical Reference Group, advising the Australian Bureau of Statistics on the implementation and analysis of NATSIS 1994. He has authored reports for governments on the Indigenous labour market (NSW Government) and work-related childcare provision (Federal government, and the ABC). He and his co-author are currently in the process of preparing the third edition of their textbook *The Australian Labour Market*.

Tim Rowse

Tim Rowse is in the History Program, Research School of Social Sciences, at ANU. He has been researching Indigenous affairs since the early 1980s, publishing on public policy, public health and frontier history. From 1989 to 1994 he worked in the Menzies School of Health Research and produced *Remote Possibilities* (1992) and *Traditions for Health* (1996). In 2000-1, he wrote a critical synthesis of CAEPR’s first ten years of work: *Indigenous Futures: Choice and Development for Aboriginal and Islander Australia* (2002). Working with CAEPR awakened his interest in the political determinants and political effects of the Indigenous statistical archive, and that has become his new research interest.

Will Sanders

Will Sanders is a Fellow at CAEPR, and has been researching Australian Indigenous affairs policy since 1981. He has worked in four departments of ANU during that time: the North Australia Research Unit in Darwin and the Urban Research Unit/ Program, the Department of Political Science and CAEPR in Canberra. He first published on housing policy for Indigenous people in 1990 in the *Australian Journal of Public Administration* and has been returning to the topic regularly since.
R. G. (Jerry) Schwab

Jerry Schwab is a Fellow at CAEPR. He is one of a very small number of anthropologists in Australia with research experience in the area of Indigenous education and training. He has been involved with educational research and development in both Australia and overseas (USA, United Arab Emirates and Egypt) since the mid-1980s. He has worked in the fields of literacy (especially early literacy), educational development (in schools and for academic staff in higher education) and program planning and evaluation. Since joining CAEPR in 1995, he has carried out primary and secondary research on issues as diverse as Aboriginal community-controlled schools, notions of educational ‘failure’ and ‘success’ among Indigenous students, Indigenous workforce development and Indigenous education outcomes at the primary, secondary and post-compulsory levels. He has long standing research interests in Indigenous school retention, the relationship between schools and communities and adult literacy. His current research is focused on land and resource management programs as an avenue for the educational and social re-engagement of Indigenous youth in remote regions.

Geoff Scott

Distinguished Professor Geoff Scott holds a research chair in public policy at the University of Technology, Sydney. He is a consultant to the NSW Aboriginal Land Council and a member of the board of the Aboriginal Housing Office.

John Taylor

John Taylor is a Senior Fellow at CAEPR and a member of the Australian Population Association. For the past twenty years his major research interests have focussed on the measurement and policy implications of demographic and economic change among Indigenous peoples. He has published widely on these issues in Australian and international books and journals, and his work has informed government, industry, and Indigenous agencies, most recently in relation to the COAG trial site at Wadeye. He is co-editor (with Martin Bell) of the seminal volume on Indigenous population mobility, *Indigenous Peoples and Population Mobility in Australasia and North America*, published by Routledge in London and New York.

Andrew Webster

Andrew Webster works in the National Centre for Aboriginal and Torres Strait Islander Statistics in the Australian Bureau of Statistics. He has managed the data output and dissemination program for the 2002 NATSISS. During the development phase of the survey, Andrew was out-posted to the then Aboriginal and Torres Strait Islander Commission, where he assisted with liaison between
ABS and ATSIC on survey content. Andrew has worked in the ABS for 12 years, in demography, family statistics and Indigenous statistics.

Ruth Weston
Ruth Weston is a Principal Research Fellow at the Australian Institute of Family Studies. Ruth has published extensively on such issues as quality of life, couple formation and stability, fertility decision-making, parent-adolescent relationships, and divorce.
CAEPR Research Monograph Series


For information on CAEPR Discussion Papers, Working Papers and Research Monographs (Nos 1-19) please contact:

Publication Sales, Centre for Aboriginal Economic Policy Research, The Australian National University, Canberra, ACT, 0200

Telephone: 02–6125 8211
Facsimile: 02–6125 2789

Information on CAEPR abstracts and summaries of all CAEPR print publications and those published electronically can be found at the following WWW address:

http://www.anu.edu.au/caepr/